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FACULTAD DE INGENIERIA U.N.A_M.
DIVISION DE EDUCACION CONTINUA

A LOS ASISTENTES A LOS CURSOS

Las autoridades de la Facultad de Ingenieria, por conducto del jefe de la

Divisién de Educacién Continua, otorgan una constancia de asistencia a

quienes cumplan con los requisitos establecidos para cada curso.

El control de asistencia se llevara a cabo a través de la persona que le entregé
las notas. Las inasistencias seran computadas por las autoridades de la
Division, con el fin de entregarle constancia solamente a los alumnos que

tengan un minimo de 80% de asistencias.

Pedimos a los asistentes recoger su constancia el dia de la clausura. Estas se
retendran por el periodo de.un afio, pasado este tiempo la DECFI no se hara

responsable de este documento.

Se recomienda a los asistentes participar activamente con sus ideas y
experiencias, pues los cursos que ofrece la Divisién estan planeados para que
los profesores expongan una tesis, pero sobre todo, para que coordinen las

opiniones de todos los interesados, constituyendo verdaderos seminarios.

Es muy importante que todos los asistentes llenen y entreguen su hoja de
inscripciéon al inicio del curso, informacién que servird para integrar un

directorio de asistentes, que se entregara oportunamente.

Con el objeto de mejorar los servicios que la Division de Educacién Continua
ofrece, al final del curso "deberan entregar la evaluacion a través de un

N\
cuestionario disefiado para emitir juicios anénimos.

Se recomienda llenar dicha evaluacién conforme los profesores impartan sus
clases, a efecto de no llenar en la dltima sesién las evaluaciones y con esto

sean mas fehacientes sus apr'eciaciones.

Atentamente
Division de Educacién Continua.

Palacio de Mineria Calle de Tacuba s Primer pisoc Deleg. Cuauhtémoc 06000 México, D.F. APDO. Postal M-2285

Teléfonos: 5128955  512-5121 5217335 521-1987 Fax  510-0573  521.4020 AL 26



T PALLACIO DR MIONIERILY

o
LA TN

(VA

I AUDITORIO
BQ
7

m

1

/

1

CALLEJON DE LA CONDESA

4,\

]
I

I
I

ANEXO
AUDITORIO
b

'

CALLE FILOMENO MATA

P I . .

| 2 \/
 © / 1

8 \
[ < / 0

w /
1) ) )
i Iy
! avd | G

. — ,. . ﬁ-= = = ‘ L—:
"CALLE TACUBA CALLE TACUBA

PILANTTA TBAD LY IMIEYZAZZANNIININGE



- PALACIO DE wMINIERIL

CALLE FILOMENO MATA

lre—r———

SALON DE ACTOS

_‘—J‘

\ /
Ny
N BN
c-1 /\ .
AN Y
/ \
1l
B 11} "
"'f GALERIA DE l ACADEMIA i
EXRECTORES INGENIERIA

ler. PEHS®

CALLE TACUBA

DIVISION DE EDUCACI(')N’ CONTINUA
FACULTAD DE INGENIERIA U.N.A.M.
CURSOS ABIERTOS

CALLEJON DE LA CONDESA

GUIA DE LOCALIZACION

1. ACCESO
2. BIBLIOTECA HISTORICA
3. LIBRERIA UNAM

4. CENTRO DE INFORMACION Y DOCUMENTACION
"ING. BRUNO MASCANZONI"
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Xil CURSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS
MODULO 3.- MODELOS MATEMATICOS EN GEOHIDROLOGIA
Y CONTAMINACION DE ACUIFEROS

2 AL 6 DE OCTUBRE DEL 2000

DIA HORA TEMA PROFESOR
LUNES 2 9:00 A 11:00 |INTRODUCCION ’ DR. ADOLFO CHAVEZ
11:00 A 14:00 |PRINCIPIOS DE LOS MODELOS DR. ADOLFO CHAVEZ
16:00 A 19:00 JINTRODUCCION AL VMODFLOW DR. ADOLFO CHAVEZ
MARTES 3 9:00 A 14:.00 [INTRODUCCION AL VMODFLOW DR. ADOLFO CHAVEZ
16:00 A 19:00 |MODELO DE ZONAS DE PROTECCION {ING. OSCAR ESCOLERO
MIERCOLES 4  |9:00 A 14:00
Y MODELOS DE TRANSPORTE M. EN C. FERNANDO LARA
16:00 A 19:00 )
JUEVES 5 9:00 A 14:00
Y MODELOS EN GEOHIDROLOGIA M. EN C. LUIS LESSER
16:00 A 19:00 |GEOQUIMICA Y PRUEBAS DE BOMBEQ |
VIERNES 6 9:00 A 14:00 |MODELOS EN GEOHIDROLOGIA ING. JUAN MANUEL LESSER

16:00 A 19:00

MESA REDONDA

ING. JUAN MANUEL LESSER
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7 DIVISION DE EDUCACION CONTINUA D310 DK EDNEACION ComtNUA
FACULTAD DE INGENIERIA, UNAM :
CURSOS ABIERTOS

X1 CURSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS

CURSO:
FECHA: Dpej 0) AL 06 de octubre del 2000

EVALUACION DEL PERSONAL DOCENTE

(ESCALA DE EVALUACION- 1 A 10

CA 097

MODULO III: MODELOS MATEMATICOS EN GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS

CONFERENCISTA

DOMINIO
DEL TEMA

USO DE AYUDAS
AUDIOVISUALES

COMUNICACION PUNTUALIDAD
CON EL ASISTENTE ’

Dr. Adolfo Chivez Rodriguez

Ing. Oscar Escolero Fuentes

M. en C. Fermando Lara Guerrero

Ing. Juan Manuel Lesser Hlades

M. en C. Luis Lesser

EVALUACION DE LA ENSENANZA

CONCEFPTO

CALIF.

ORGANIZACION ¥ DESARROLLO DEL CURSO

GRADO DE PROFUNDIDAD DEL CURSO

ACTUALIZACION DEL CURSO

APLICACION PRACTICA DEL CURSO

EVALUACION DEL CURSO

CONCEPTO

CALIF

CUMPLIMIENTO DE LOS OBJETIVOS DEL CURSO

CONTINUIDAD EN LOS TEMAS

CALIDAD DEL MATERIAL DIDACTICO UTILIZADC

Evaluacion total del curso

Promedio

Promedio

Promedio

Continga...2



1¢{'{ Le agradé su estancia en la Division de Educacion Continua?

sl | ]

Stindica que "NO" diga porqué: |

NO

2. Medio a traves del cual se enterd del curso:

Periddico La Jornada

Folleto anual

Folleto del curso
Gaceta UNAM

Revistas técnicas

Otro medio (Indique cual)

3. ¢ Que cambios sugeriria al cursc para mejorarlo?

4, (Recomendaria el curso & otra(s) persona(s) ?

I —

5.¢.Qe cursos sugiere que imparta la Division de Educacion Continua?

NO

6. Otras sugerencias
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MODULO lli: MODELQOS MATEMATICOS EN
GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS

TEMA

MANUAL PARA LA UTILIZACION DEL VISUAL MODFLOW

EXPOSITOR: M. EN C. LUIS ERNESTO LESSER CARRILLO
PALACIO DE MINERIA
OCTUBRE DEL 2000
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NI CURSU INTERNACIONAL DE CONTANMINACION D] ACUIFEROS

MANUAL PARA LA UTILEZACION DEL VISUAL MODFLOW

1. ABRIR UN ARCHIVO O CREAR UNO NUEVO

. En file se utiliza open para abrir un modelo va extistente.
. En file se utliza new para crear un modeio nuevo.

. Al crear un modelo nuevo se pide el nombre v el subdirectorio donde se va a almacenar.

Es recomendable tener un subdirectorio especifico para cada modelo.

. A continuacién se piden las unidades en que se trabajara a lo largo del modelo.

. En este momento se pregunta si se desea tener como base algun dibujo (generalmente

hecho en autocad). El archivo tiene que estar en formato dxf. en autocad se teclea dxfous

para crear un archivo en este formato.

. A continvacion se dan las caracteristicas de la malla de discretizacion. Se piden la

coordenada minima v maxima en \" asi como el numero de columnas deseadas en el

modelo. De esta manera el modelo calcula el tamarnio de cada columna.

. Los mismos datos se requieren para el eje Y (renglones) v el eje Z (capas). Esta malla

podra despues ser modificada. Notese que si se tomo como base un dibujo dx/f. las
coordenadas maximas v minimas son tomadas de este dibujo. aunque si se desea se

pueden modificar. -

. A continuacion se muestra ta zona discretizada v ¢l plano base. En el menu principal se

escoge inpui para ahmentar el modelo con los datos.

MODULO I MODELOS MATEMATICOS | N GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
OCTUBRII DI 2000



MANUAL PARA LA UTILIZACION DEL VISUAL MODFLOW

2. ALIMENTACION DE LOS DATOS DEL MODELO

¢ En el meni que aparece del lado izquierdo existen 3 opciones para visualizar las
columnas, renglones o capas del modelo.

o En goro previous o next se puede visualizar la capa anterior o. la siguiente. Tambien se
pude visualizar la columna o renglon siguiente o anterior. si estas se estan visualizando.

» Del menu que se encuentra en la porcion baja de la pantalla:

F1 - (help) Ayuda.

F2 - Después de presionarlo podemos obtener las coordenadas de cualquier
punto del modelo.

¥3 - (save) Para salvar.

F4 - (map) Para introducir otro dibujo o plano base al modelo. Se pueden anadir ¢

numero de dibujos o planos base que se deseé. '

FS - rzoom 1n) Para tener un acercamiento de alguna porcion del modelo.

F6 - (zoom out) Para tener una visuahizacién completa de la zona del modelo.

F7 - (pan) Para desplazarse por el modelo al estar en acercamiento.

F8 - rverr exag) Para determinar la exageracion vertical que se utilizarad para
poder visualizar mejor las secciones.

F9 - (overlay) Esta opcion se utiliza para “apagar”™ o “prender” las capas de
dibujos. Es decir para poder visualizar o no ctertos dibujos que se haven
importado en F4, o la distribucion de las diferentes caracteristicas del
modclo como los pozos. recarga. conductividad hidraulica. etc.

F10 - tmain menu) Para regresar al ment prinetpal.,

1. Modificacion de la malla y delimitacion de celdas activas e inactivas
¢ En ¢l mena superior se selecciona grid.
e Con las opcrones add column. delere column v add row. delete row se pueden agregar o

borrar columnas o renglones del modelo.

NIT CURSOVINTERNACIONAL DE CONTAMENAUION DE ACUITEROS
MODULOHD MODELOS MATEMATICOS EN GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS

OCTHBRE DEL 2000
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NIE CURSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS

MANUAL PARA LA UTILIZACION DEL VISUAL MODFLOW

Lo mismo se puede hacer con-las capas cuando se visualiza una seccion. Notese que ésta
es una discretizacion matematica. v no forzosamente se necesita discretizar en el mismo
numero de estratos geologicos. Es decir, un estrato geologico puede subdividirse para
efectos de discretizacion. teniendo ias mismas caracteristicas todas las subcapas creadas
para éste estralo.

Para importar la superficie del terreno o la base de alguna capa, se utiliza la opcion
import surface Con esto en vez de que el modelo sea un cubo perfecto. se podran tener
en cuenta las irregularidades del terreno. o de las capas geologicas.

Las superficies se pueden importar en archivos en formato ASC//. Los archivos deben
ser una lista de tres columnas de las coordenadas en X.Y.Z de varios puntos. o se puede
importar un archivo creado en SURFER (grd).

Las celdas 1nactivas son zonas donde el modelo no interviene. Para delimitarltas sc¢ utiliza
la opcidn inactive cells. Se puede trazar un poligono para marcarlo como inactivo. Para
revertr la eleccion se puede tambien marcar. un poligono activo.

Esta delimitacion se realiza en una sola capa. Es importante copiar esta informacton a las

capas que lo requieran. usando el comando copy polygon.

Asignacion de valores de conductividad hidraulica v almacenamiento

En el menu superior se selecciona propertes v va sea conductivity o storage.

A continuacion se asignan los valores de conductividad hidraulica. almacenamiento v
porosidad que por default asignara el modelo a todos los nodos.

Posteriormente se zonifica la malla con las opciones del menu izquierdo assign single.
polvgon o window.

Despuds de seleccionar una zona se puede clegrr entre darle un valor nuevo (uewy o de
asignarle algan valor que have sido designado con anterioridad.

Dependiendo si se escoje conductivine o storage en la opeidn de properuces. se podra
zonificar la conductividad hidraulica o ¢l aimacenamiento y la porosidad.

ks importante copiar las propiedades necesarias a las capas que lo requieran utilizando la

opcion copy laver del menu 1zquierdo.

e

MODGLO MODELOS MATEMATICOS EN GIOHIDROLOGIA Y CONTAMINACION DE ACUINLROS
OCTUBRL 1EL 20000



MANUAL PARA LA UTILIZACION DEL VISUAL MODFLOW

o Nota: A cada nueva propiedad se le asigna un color distinto para ser distinguido en el

modelo. El color blanco representa el valor que se dio como defalut.

3. Asignacion de fronteras

e En boundaries se encuentran las diferentes opciones de frontera. Se pueden asignar
como linea. poligono o ventana por medio del menu de la izquierda.

¢ En la opcion de recharge se agrega la regarga en mm/afio. Notese que no solo la recarga
por {luvia puede ser representada de esta manera. tan solo se necesitan respetar las

untdades en que esta recarga se asigna.

4. Alimentacion de la informacién de los pozos

¢ En la opcidn de pozos (wells) se pueden afiadir. borrar, copiar o editar pozos por medio
del mena izquierdo.

» Al seleccionar add well se localiza el punto donde se localiza el pozo. En la ventana que
aparece a continuacion se agregan los datos del pozo como el nombre. el intervaio en
que el pozo se encuentra ranurado v el historial de bombeo del pozo.

NOTAS: |

a) No se puede nombrar un pozo como otro anterior.

b) Las unidades de bombeo son m'/dia.

c¢) Siel pozo es de recarga las unidades de bombeo se denotan con signo positivo.

d) Si el pozo es de bombeo las unidades de bombeo se denotan con signo negativo.

e) LI modelo no ticne una escala de tiempo real. asi que es necesario tomar la fecha en que

sc inicia la simulacion como dia cero dentro del modeto. De esta manera tas techas del

historial del pozo. as1 como ¢l resto de los datos del modelo que tienen variacion con el
tiempo. deben de ser asignados en nimero de dias a partir de la fecha que se tomaé como dia

Cero.

NI CURSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS 3
MODULO T MODELOS MATEMATICOS EN GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
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MANUAL PARA LA UTILIZACION DEL VISUAL MODFLOW

.3. PARA CORRER EL MODELO

e En el menu principal se escoge run.

e Se escoge si la simulacion es en estado transitorio (transient) o estacionario (steadh-
state).

e Se selecciona run. v se selecciona maodflow.

o Si se desea correr el modptah. zona de balance (zone budget) o MT3D también se

seleccionan.

4. PARA VISUALIZAR LOS RESULTADOS

» En el menu principal se selecciona ottpur.

e Si el modelo fué corrido en estado transitorio. en rime se puede escoger el momento en el
tiempo en que se desea visualizar la configuracion de la superficie piezométrica.

e [n goro se puede visualizar la configuracion de la superficie piezométrica en las
diferentes capas.

¢ En oprions se puede modificar ¢l intervalo utilizado para configurar y el valor del
contorno maximo v minimao.

e En el menu superior. en velocities se obtienen vectores del flujo del agua en donde se
aprecia fa direccion def movimiento del agua subterranea. En options se puede escoger el
tamaiio relativo de estos vectores v su densidad por drea. Estos vectores no son

propiamente lineas de flujo, va que estas, por definicidon no se cruzan entre si.

NIE CHRSO INTERNACIONAL DE CONTAMINACIKON DL ACUIFERQS 3
MODULO M MODELOS MATEMATICOS N GEOHIDROLOGIA Y CONTAMINACION DE ACUITEROS
OCTUBRLE DEL 2000
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CHMPLO DEL VISUAL MODILOW

1. DESCRIPCION DEL PROBLEMA

Este ¢jemplo esta basado en el flujo del agua subterrdnea en un sistema formado por un
acuifero libre en la porcién superior, un acuitardo en la porcion media, y un acuifero

confinado en la porcidn inferior, como se muestra en la figura 1.

Figura I. Dimensiones del acuifero

Notas:

e Este ejemplo esta tomado del manual de Visual Modflow por Waterloo Hvdrogeelogic
Inc.

e [l sunbolo ¢ sigmitica enter.

e [lsimbolo # significa presionar el boton izquierdo del mouse.

NI CURSO DN T RN ACTONAL DI CONTAMINACUIUN DE ACLIEEROS
MODULO N MODBLULUS MATEMATICOS EN GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
OCTUBRE DLE 2000



EJEMPLO DEL VISUAL MODFLOW

2. CREACION DE UNNUEVO MODELO

Lstando en ¢l sistema operativo teclear
VMODFLOW &

‘

Esto nos lfeva a la pantalla de Visual Modflow

D OK.

LI

‘& NEW

Aparecerd una ventana preguntando por el nombre del nuevo modelo.

Teclear el nombre del nuevo modelo:

VMETEN ¢

(Visual Modflow asigna automaticamente la terminacién .vinf)

Aparecera una ventana para escoger las unidades deseadas (figura 2). Las unidades se

seleccionan utilizando el mouse.

NI CURSO INTURNACIONAL DE CONTAMINACION DE ACUIFEROS
MODUT O N MODEEOS MATLATATICOS UN GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
OCTHBRT 1] 2unn '
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EJEMPLO DEL VISUAL MODFLOW

Unit selection

Time unit —
O seconds

O minutes
C hours
® days
O years

H — Conductivity unit
O emssecond

(® m~second
O r1rday
O m~day 3

O f1/second

ERE e R e N
| File Input Run QOutput Setup Help

R e e

oY ar y.-mmmmi

— Pumping rate unit
® m*sday
O 117/ day
QOUs gpm
QOus gpd

— Recharge
@) inches - year

® mm~s year
O meters-day
O ft/second

Oﬂ/dag

Figura 2. Ventana de seleccion de unidades

meters

m/sec

D d

dayvs
}
m fday

S5

mn/y ear

®

O.K.
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EJEMPLO DEL VISUAL MODFLOW

3. DISENO DE LA MALLA

La siguiente ventana preguntara si se desean importar las coordenadas de un mapa en
formato dyf.
YES
VMEXAMP.DXF
En el caso en que se ha escogido un mapa. Visual Modflow leera las coordenadas maximas
vondnims del mapa v las sugerird como las dimensiones del modelo. Apareceri unu
ventana pura Jdetinir las dimensiones y caracterisiicas de la malla (figura 3) solo se requiere

teclear sobre los espacios o sobre los valores sugeridos para modificarlos.

ZiaVisual, MODELOWZERESY:

i gy i o
“:'.'.1;‘.”“ do's ‘ﬂi“!‘ ﬁ’dlﬁ’a"";&ﬂﬁﬁ&ﬁ Gk iad
| File Input Run OQutpul Setup Help

Mesh Dimensions

number of columns
minimum X (m] 19.808 l
maximum XIml 2h98.008

number of rows 10
minimum Y [m] 8.888

Kottt e 0 e R rbelerh b At A .3 2t

maximum YIm] 20808.888

e s b R BBk T

number of layers B
minimum Z elevation [m] |B.BBB I

maximum Z elevationim] [15.888 |

=

T L TN ) e 1
“; nua"ﬁ“ﬁu’iﬁ-‘m‘l tﬂaﬂm Pk L)

———t——

Figura 3. Ventana de diseiio de la mall

XN CURSO INTLRNACIONAL DE CONTAMINACION DE ACUIFEROS 4
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Enter number of columns
Enter Minimum X (m)
Enter Maximum X (m)

Enter number of rows
Enter Minimum Y (m)
Enter Maximum Y (m)

Enter number of lavers
nter Minumum Z (m)
Enter Maximum Z (m)
“B O.K.

40 &

0

2000 ¢

40 &

0

2000 &

6 &
¢ g

15 ¢

EJEMPLO DEL VISUAL MODFLOW

Una malla de 40 x 40 y el plano base apareceran en la pantalla (figura 4).

File Input Run DOutput Setup Help

[Open flias;- setun” printers, axit: Visual :HODFLOH Sz

Figura 4. Archivo nmaportado en formato dy/f
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EJEMPLO DEL VISUAL MODFLOW

4. REFINAMIENTO DE LA MALLA

Se necesita refinar la malla alrededor ae los pozos de abastecimiento de agua (supply wells)
y de la perforacion abandonada (abandoned borehole). El tamaiio de la celda representa el
tamanoe del pozo. por lo tanto una malla mas discretizada simulard el pozo de una manera
mas realistica. Ademas del tamano del pozo. si existe abatimiento alrededor del pozo. una
discretizacion mayor producira pendientes menos abruptas del nivel estatico en zonas de

abatimiento,

Jioen INPUT

% en ADD COLUMN '

Mover ¢l mouse a cualquier lugar en la malla y “8 el BOTON DERECHO DEL MOUSE.
Haciendo esto se puede definir los fugares exactos para deftnir la discretizacion de la matla

Aparecerd una ventana para la informacidn de la malla (figura 3).

is

X CURSUINTIRNACIONAL DE CONTAMINACION DE ACUIFEROS 6
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EJEMPLO DEL VISUAL MODFLOW

e L e i e e Y

Is Properties Boundaries Particles Calibrate Annotate ZBud Help

g o -
—— T
= =i -

* = oo
1 | DI W= 1
HOC d
‘-ﬁ."n s 3 7
: Défile RomisaEds: i
T
E,%;%:;%%W Tk 5* (O fdd single grid line at l"";i"’_'f"_f.}_' ] Im]
3 R} SORTACBTH
X 3 l T
(® Evenly spaced grid lines from: |1358 J [m] §
to: [1558 | tm]
at intervals of: [25 I J[m]

L 00

“@é’-’ o | Bt Eren ] 79 i 0iain 3
art | .o Ouar . o Main]:t

e I B L R |

Row ¢ )2y -
Column (J}5 [|4FIFS "F.ZM R
Layer (K)1 5%?:55!5' PRy

“[Shift:.iha locallon:afstherdomain: Gn4INBESCr AN s

—

o
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Figura 5. Ventana de refinamiento de fa malla

Escoger EVENLY SPACED GRID LINES FROM: (lineas igualmente espuciadas
desde:) % en el ¢irculo vacio.

Lo las ventunas asignar los siguicntes vatores:

from 1350 &
(6] 1550 &
at intervals of” 25 &
S en Q0K

Sen ADD ROW

Mover el mouse a cualquier lugar en la malla y & el BOTON DERECHO DEL MOUSE.
Aparecera una ventana para la informacion de la malia.

zscoper EVENLY SPACED GRID LINES FROM: (lineas igualmente espaciadas
desde:) " en el circulo vacio.
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EJEMPLQ DEL VISUAL MQDFLOW

En las ventanas asignar los siguientes.valores:

from 450 ¥
to 600 &
at intervals of 25 &

Y% en O.K.

Esto arelinado Ja malla alrededor de los pozos de abastecimiento de agua (supphy wells).
Ahora lo haremos alrededor de la perforacion abandonada (abandoned borehole)

‘B en ADD COLUMN

Mover el mouse a cualquier Tugar en la mallay 8 el BOTON DERECHO DEL MOUSE.
Aparecerd unag ventana para la informacion de ta malla.

Escoger EVENLY SPACED GRID LINES FROM: (lineas igualmente edpaciadas
desde:) ¥ en el circulo vacio. -

En Las ventanas asignar los siguientes valores:

from 795 &
10 9200 ¥
at intervals of 10 &
“E en QK.

Sen ADD ROW

Mover ¢l mousc a cualquier lugar ¢n fa malla v “U el BOTON DERECHO DEL MOUSE.
Aparecerad una ventana para la informacidn de la malla.

Escoger EVENLY SPACED GRID LINES FROM: (lineas igualmente espaciadas
desden =™ en el cireulo vacio

En las ventanas asignar los siguientes valores:

from 950 &
10 , Hio &
atmieivads ol 105
% en UK

Ahora vamos a determinar la exageracién vertical,

VW ROW

X CURSUINTERNACIONAL DE CONTAMINACION DE ACUIFEROS
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EJEMPLO DEL VISUAL MODFLOW

Mover ¢l cursor a cuai‘quier lugar én la malla. Al mover el cursor de arriba hacia abajo de la
malla el renglén ocupado cambia a color rojo. Y8 en cualquier renglén. Ahora ha sido
transferido de una vista aérea a una vista de seccion. En este momento el modcelo no tiene
exageracion verucal. Para poder visualizar fa seccion mejor:

“5 F8 (Del menu de la parte inferior de la pantalla)

Aparece una ventana, escribir:

25

. O.K.

Ahora sc visualizan las 6 capas en la pantalla.

X1 CHRSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS ]
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EJEMPLO DEL VISUAL MODFLOW

5. PARA IMPORTAR UNA SUPERFICIE

“B VIEW COLUMN
Mover ¢l mouse a la malla y .“% en cualquier columna.
‘& IMPORT SURFACE

Aparecera una ventana como la de la figura 6.

s ok i S e Visual; MODELOWE 6 B \vmdamo No iampijmf A S By iecihe it i
| File Grid Wells Pr i i i ; ZBud Help
r sk, [ H[F d
. i
Import Options T
(® From Asci (,y,2)
(O From SURFER .GRD S
N
w : 2
- Bdd {Column; Import filename: K
; Dalete ROCIASE B I
it DSIST RS ColumanE: | chumdemoNumexamp.asc ]
TRl i : [
Surtace Options
® Import ground surface
O Import bottom elevation of:
1
Layer . } K
i
|
Minimum layer thickness : |1 R =an
Use !5 nearest sample points. Shon-
Row D e 4] [mgancels] AT "
Celumn (J) VFG i TR RS ;’%«
- rt ot Maln
Layer [KJ1 Sk - " ST Loy el KT ,aﬁgs EP:JP- BoMenu] &
‘[ Delata’:the: highlighied . Column i L Hd Sehi s s TR b SR SV

Figura 6. Nena para tmportar superficies

“% en CHOOSE FILENAME
!
Para escoger ¢l archivo conteniendo 4 superficie.

S AVMENAMP ASC
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“B OK.

“B OK.

Esto importara una superficie con una pendiente que va de 18 metros al norte hasta 15
metros al sur (figura 7).

LA e 8t o A B s L % s o A e R e by ey

Uisual HUDFLUN -I c‘\umdemo\e Jemblo-v:imf ]

B ‘16256
| ¥ 8387
Z +~18.8

Brow (D |
B corurnn 003z ([ECRI RS M’,IF” Rer s e [ J%Jt

H R II lf'-‘
j Layer  (HD ? Help ] dsav .ai‘!ap ';i.\wtn Q"O{.lt sza
JCiicK. oniiho: cornersiol..an: ore8:10; b0 Z00med: in ke i e b DEars

Figura 7. Superficie topogréafica importada
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6. ASIGNACION DE LOS VALORES DE CONDUCTIVIDAD
HIDRAULICA, ALMACENAMIENTO Y RECARGA

‘G VIEW LAYER

Seleccionar la capa superior y “T. Esto deberd de crear una vista aérea del fugar,

<2 PROPERTIES (en el menu superior)

“% CONDUCTIVITY

En este momento el modelo preguntara si se desea salvar la informacion de la malla.

Sen YIS

Hay que asegurarse de estar viendo la capa superior {capa 1). Esto se puede ver en el cubuo
que Se cncuentra en la parte inferior izquierda. ‘

A continuacion una ventana pide los valores que se asignaran como default a todas las

celdas. Despuds se podran modificar los valores a cada celda.

Conductividad hidraulicaen X v Y (Kx v Ky} en m/s: 2e-4 &F
Conductividad hidraulica en Z (Kz) en m/s: 2e-4 J
Coeflciente de almacenamiento{Ss) en H/m: Te-4 &
Rendimiento especitico (Syv): 0.2 &
Porosidad (Por): 035 &
5 O.K.

Ahora se asignard ¢t valor de conductividud hidraulica del acuitardo (capas 3y 4).
“: GO TO (en el mena de la izquierda)

Aparecerd una ventana, escribir:

il I
y o

% O.K.
“5 ASSIGN WINDOW

X CURSO INTLRNACIONAL DE CONTAMINACION DE ACUHIFEROS 12
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EJEMPLO DEL VISUAL MODFLOW
Mover el mouse a la celda de la esquina superior izquierda y ~0 en el centro do la celda,
Después mover el mouse a la esquina inferior derecha y “B en el centro de la celda. Esto
creard una ventana que cubrira toda la capa. Aparecerd una ventana para asignar la
conductividad.
A NEW
Toda la malla cambiara a color azul. Asignar los valores de conductividad hidraulica del
acuitardo:
Kx (m/s) = [e-10 &
(El valor de Ky sera asignado adtométicumcme)
Kz (m/s) = le-l();&
B O.K. !
S COPY LAYER (del ment izquierdo) ‘
Aparecerd una venatana. escoger;
“% COPY ALL PROPERTIES (seleccionando el recuadro)
.2 LAYER 4 (le dard un color verdoso a la capa)

OK.

Ahora se asignaran los valores de almacenamiento al acuitardo.

“ PROPERTIES (en el ment superior)

7 STORAGE

‘% ASSIGN WINDOW

Mover el mouse a la celda de la esquina superior izquierda y % en el centro de la celda.
Despucs mover el mouse a la esquina inferior derecha s % en el centro de la celda. Esto
creard und ventana que cubrird toda la capa. Aparecerd una ventana para asignar el
almacenamiento.

ONDW (toda la malla cambiard o color azul)

Asignar los valores de almacenamiento y porosidad:

X1l CURSO INTERNACIONAL DE CONTAMINACION [‘)E ACUIFEROS 13
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Ss (1/m): le-2 &

Sy: 0.003 &
Por: 0.65 &
‘& 0O.K.

“& COPY LAYER (del ment izquierdo)

Aparecerid uni ventana. escoger:

‘% COPY ALL PROPERTIES (seleccionando el recuadro)
“% LAYER 4 (le dara un color verdoso a la capa)

T OK.

. . 1 .
Para comprobar los valores tanto de conductividad como de almacenamiento mediante

en EDIT SINGLE, del ment izquierdo. Esto creard una ventana mostrando los valores de

conductividad hidraulica v el almacenamiento para cada celda mediante un %' en ella.

Ahora se simulard el efecto de la perforacion abandonada para ver el efecto en transporte.

"8 PROPERTIES

S CONDUCTIVITIES

GO 1V (Dar un valor de | parairala capa 1)

B OK.

% ZOOM IN (Del ment inferior)

Hacer una ventana cerca de la perforacion abandonada (abandoned borehole)
% ASSIGN SINGLE (Esto es para asignar propiedades a una sola celda)

Aparecerd una ventana de asignacion (figura 8).

NIPCE RO INFL RSACTONAL RECONTANMINATION D ACTHITEROS .
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T
SNT e g i) L T P --?1; b oagTs g ki ol i”" .L..‘ ,.w,}, o

3

File Grld Wells Propernes Boundarles Particles Calibrate Rnnotate ZBud Help

{Procery 3] N

x

i K (mos) (8] { NeilJ
' xital
Ky mssk [.

K2 Imssl: (8.1

Row (QD]
Column D)
Laver (KX

ﬁ’i:s:gn conduciiuﬂu to'individual “Cells. it &N R EEERES

Figura 8. Asignando las propiedades a la perforacion abandonada.

% NEW (Dard un color verde)

Asignar lus siguientes valores:

Kx (m/s)=  le-1 &

(El valor de Ky sera asignado automaticamente)

Kz tmis) = le-1 &

“% En ¢l centro de la perforacion abandonada (definida por el circulo) para designar
la celda a la que se le asignaran las propiedades.

& O.K.

Y COUPY LAYER (det mend izguierdo)

Aparecera una ventana, escoger:

% COPY ONLY PROPERTY #

X CURSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS ]
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Escribir:
3
SELECT ALL
Todas las capas cambiarin de color (figura 9).
& O.K.
Y% ZOOM OUT
| S WS Visual sMODFLON 23 (= GRvid gine g Jemplol Ume gL hh%%.;i‘ S '»’{;'.
? ile Grid I.Je[ls Praperlles Boundaries Particles Calibrate BAnnotate ZBud Help

J Copy all Properties

Copy ordy property #
' |

e AL e e
Copy from layer 1 ] NP NI NI
To I
- 1))
& OTEIIOTE
4

oW
Cotumn (J)

Layer (K

———

Figura 9. Coprando las propiedades de 1o perforacion abandonada.

Ahora se le dard a la capa superior la recarga.
 PROPERTIES
S RECHARGH
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EJEMPLO DEL VISUAL MODFLOW

NOTA: En la nueva version de Visual Modflow, tanto la recarga como L
evapotranspiracion, se encuentran en ¢l menu de fronteras (BOUNDARIES) v no cn el
de propiedades. |

Aparecera una ventana para asignar el valor de recarga por default. Escribir:

100 ' |

% O.K.

Visual Mod[tow asigna automaticamente la recarga a la capa superior del' modelo.

Xil CURSO INTERNACIONAL DE CONTAMINACION DL ACUIFEROS - 17
MODUL G T MODLLOS MATEMATICOS EN GEQHIDROLOGIA Y CONTAMINACION DE ACUINEROS
OCTUBRE DI L 2000



EJEMPLO DEL VISUAL MODFLOW

7. DELIMITACION DE LAS FRONTERAS DE FLUJO

 BOUNDARIES

‘5 CONSTANT HEAD

Aparecerad una ventana preguntando si se desea salvar la informacion.

£ YES

1 ASSIGN LINE (del mena izquierdo)

Mover ¢l mouse a la celda de la esquina superior izquierda y <8 en el centro de la celda,
Despuds mover el mouse a la esquina superior derecha vy “§ con el botén derecho en ¢
centro de la celda. Una linea horizontal de celdas cambiard a color rosa y aparecerd una
venlina para asignar los valores de carga constante (figura 10). Asignar los Siguicnies
valores: |

Code #: 1J <

“% en ¢l cuadro de STOP TIME

Stop time: 1650 &

Suirt point, 18 &

End Point. 18

2 OK. |

LLa linca rosa cambiard a color rojo indicando que la carga constante ha sido asignada.

NI CERSO N T RNACIONAL DE CONTAMINACHES DL ACUIFEROS
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;-em.m:.n-u R E R TR TR iy e T Ay QL g 37l g et Yo - M N AT oty
R :
A | D V pad H
les Calibrate Annotate ZBud Help
| =
[(JAssign to appropriate layer ‘ il b 1
Start Sio Constant E
Time [dag] T|me [dag] Head [m] I factaes :
— - TR P
[oooe 3630. E@ | Start Pt. L] -
End Pt. (18] ] w
- H
o
@F0K3G) [BCanceled] |BEiHsInEE]
.
) -
! =
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- 1
i
all 1 i
=, = e | =
z f = =
X 19712 ‘ = S= z Gk ==
Y 1376.9 £ & - 4% l I
Z 15.2 ‘ a u
Row 131
Column ()55
Lagyer (KM

Figura 10. Menu para la asignacion de la carga constante

COPY LAYER
Aparecerd la ventana para copiar propiedades. En el cuadro COPY ONLY CODLE# yva
tendra el numero 1.
" LAYER 2 (esto hard cambiar de color la capa 2)

7% OK.

Ahora asignaremos los valores de carga constante del acuifero inferior.
i GOTO  (en el ment de la izquierda)

Escoger:
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‘B ASSIGN LINE

Mover el mouse a la celda de la esquina superior izquierda y “3 en el centro de la celda.
Después mover ¢] mouse a la esquina superior derecha v % con el boton derecho en el
centro de la celda. Una linea horizontal de celdas cambiard a color rosa y aparecera una

ventana para asignar los valores de carga constante. Asignar los siguientes valores:

Code #- 2 ¢

“% en el cuadro de STOP TIME

Stop time: 3650 &

Start point: 16,5 &

End Point: 16.5

O,

La linca rosa cambiard a color rojo indicando que la carga constante ha sido astgnada
¥ COPY LAYER '
Aparecera la ventana para copiar propiedades. En el cuadro COPY ONLY CODE #
reemplazar ¢l valor tecleando el numero 2.

Y2 LAYLER 6 (esto hara cambiar de color 1a capa 6)

5 O.K,
“% ASSIGN LINE

Mover ¢l mouse a la celda de la esquina inferior 1zquierda y “0 en el centro de la celda.
Despuds mover el mouse a la esquina inferior derechay ¥2 con el botén derecho en el
centro de la celda. Una linea horizontal de celdas cambiara a color rosa y aparecera una

ventana para asignar los valores de carga constante. Asignar los siguientes valores:

-

Code =« 3
Zioenel cuadio de STOPR TIME

Stop time: 3650 &

Start point: 145 &

End Point: I4.5

T OK

La linca rosa cambiara a color rojo indicando que la carga constante ha sido ﬁsignuda.

-

& COPY LAYER
Aparecera la ventana para copiar propiedades. En el cuadro COPY ONLY CODL #

reemplazar el valor tecleando el numero 3.

NI CURSO INTERNACIONAL DE CONTANMINACION DI ACUITEROS . R
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LLAYER 6 (esto hara cambiar de color la capa 6)
‘B OK.

Después de asignar los valores de carga constante:
“B VIEW COLUMN

“B en cualquier columna para ver una seccion del moedelo (figura 11).

e 8% 1 Ty DR P Ay e Ty B A O A b 1 /2, S, B

j " Visual HODFLO 21§ cumdemone Jempla.umf 1
{ File Grid HWells Properties Qoundar‘les Particles Calibrate Annotate ZBud Help

X 18258
Y 995.9
1 2 5.7

N Row D2y
i Column ()32
Layer (K24

S |

Figure 11. Fronteras de carga constante

Ahora asignaremos la trontera del rio al sur de la zona.
‘B VIEW LAYER

“% en la capa superior del modelo (capa 1)

7 BOUNDARILS

“B RIVERS

XII CURSO INTERNACIONAL DE CONTAMINACION DE ACUIFEROS 21
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N

Y& ASSIGN LINE -,-
Utitizando el plano base como guia se hay que digitalizar el rio mediante & comenzando
desde el margen inferior izquierdo y tratando de seguir su contorno, Cuando se ha ilegado
al final (al margen inferior derecho) hay que “% en el botén derecho. Aparecera una

ventana para pedir la informacidn del rio (figura 12).

"

R ey iSUSEMODFL DA YN Uademo S 6 JAnplo SR R ST i L e G
jFlle Grld l-lells Properties Boundaries Particles Callbrate Rnnotate ZBud Heip i

41

Cose [t

I
|
[X] Assign to appropriate layer l
Start Stop River Stage River Bottom Conductance
Time [day] Time {day] Eirvation [m] Elevation [m] [m2-day)

—|[3656.608 | Start Pr. {14, . 190e,008 =1 R
End Pt . . 1060.888 -

R s TS Vo=

v A IN ;‘ET T
) o
Z = Wi i 3% [ 1
Row Cn % 00
Column ¢ : : !
SR B
[Copy River nodes from this lager<into.specifiod lagers:im S 1) T

Figura 12, Vintana de informacion del rie.

Asignar los sigutentes valores:

Code = 1 &

“% enel cuadro de STOP TIME A
Stop time: 3650 &

Start Point River Stage: 145 &

Start Point River Bottom: 14.0 &

s
t
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Conductanee: 1000 &
End Point River Stage: 13.5 &
End Point River Bottom: 13.0 &
Conductance: 1000
% OK.

Despueés de que el rio ha sido definido, una linea azul delimitard su extension.
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8. ASIGNACION DE PARTICULAS

Ahora asignaremos algunas particulas que emanen de la zona de tanques (refuel/ing areq)
para delimitar e! area de influencia que tienen estos tanques. Las particulas pueden ser de 2
tipos: hackyward, para delimitar el area de donde las particulas provienen; y forward. para

4

delimitar el area hacia donde van las particulas.

NOTA: Esta manera de simular el movimiento de las particulas se realiza tomando en
cuenta UNICAMENTE el flujo del agua subterrinea. En la nueva version del Visual
Modflow se encuentra un paquete de simulacion de movimiento de contaminantes

mucho mas completo, lamado MT3D. )

S PARTICLES
‘2 YIS (Para salvar la informacicén de las [Tonteras)
Y2 ADD CIRCLE

“% En ¢l centro del area de tanques (refueling areas que se encuentra en la porcion centro-

superter de o zona. Expander el eirculo que se forma hasta que cubra el recuadro del arca
de tangues » 77, Aparecerd una ventana (ligura 13) seleccionar:

5 FORWARD

2 OK

XL CURSO INTERNACIONAL DE CONTAMINACION E ACUIFEROS 14
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Figura 13. Agregando particulas
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9. AGREGANDO POZOS

“5 WELLS
YES (Para salvar la informacion de las particulas)
‘8 ZOOM IN (F35)
“3 cerca de los pozos de abastecimiento de agua (supply wells) y hacer una ventana que los
abarque voiviendo a “% para conseguir un acercamiento de la zona.
‘& ADD WELL
Mover el cursor al centro del pozo de la izquierday Y8 en él. Aparecera una ventana con

la informacion del pozo (figura 14).

B B L iSUal AHODFLON B e omdamo e Jomplo. U iR I B e e k. S 4r3fs

B
;] Weli name
‘J
: 1568 F—jvaem
: IPOZD ! J Pumping Schedule
§ + X Locgation
N (1405.98 ] [m] Start [dayl  Stop (dayl Rate [m®-'d]
i 12,56 --f--p--—-- ¥ Location k
: . Ez531 }(m)
4
i 18.08 -4 -4 [ ScRear] | ClasRFSatesn) e
5 —nms] (Fomceerenl (R

750 -~ db--fpoamnne Screen from: RiRg

. [5.98 1 _jm]
1
5.08 - To i

fa.80] ][m]

Well casing display as:

bt
R R et T

"

A P

0.88 - %

iiifer

&;W&?ﬁé] w Imw ml [ Deactivate Lell T
nls.-

|X [input -the start ‘slavation/depth’ of - a- screaned:Infarval 25

e

Figura 14. Informacion del pozo
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Agrepar la siguiente informacion:

Well Name: PQZO 1
Stop Day: 3650
Rate: =200

NOTA: El bombeo del pozo debe de ser de negativo. Si el pozo es de inyeccion el signo
debe ser positivo.
“& ADD SCREEN

Estos pozos deberdn estar ranurados solo en el acuifero inferior, que son los altimos 3

metros det modelo. % dentro del pozo a una elevacion aproximada de 5 metros. » hay que

mover la barra roja hasta la base del pozo v “2 otra vez. Los ultimos 5 metros del pozo

. . I
deben de haber cambiado de color representando el intervalo ranurado.

B 0.K.
2 COPY WELL

Mover el cursor hasta que esté posicionado sobre el pozo izquierdo y ¥, despudés mover ¢l

cursor al pozo de la derecha y % en €l para copiar el pozo.
”@ EDIT WELL

1 pozo de la derecha

Cuando aparezca el menu cambiar el nombre del pozo por POZO 2y “Zen OK.
. & MAIN MENU (F10) (Del ment inferior)

‘T YES (para salvar la informacién de los pozos)

XIL CURSU ENTERNACIONAL DE CONTAMINACION DL ACUIFEROS
MODULO I MO LOS MATEMATICOS EN GEOHIDROL.UGEA Y CONTAMINACION DE ACUI EROS
OCTUBRIL DLL 2000

[}
~d



LIEMPLO 1ML VISUAL MODFLOW

10. PARA CORRER VISUAL MODFLOW

‘B RUN

“B 0.K. (para aceptar el estado estacionario)

“5 RUN MODEL
NOTA: La version de Visual Modflow que se les ha entregado es un DEMO de
practica que no tiene la capacidad de correr el modelo.

Aparece una ventana para definir que es lo que se va a correr (figura 15).

— e

< T oy

i) i AREVE UD RENVRdsmoNaIamp ' NS !
 File Basic Solver _R_echarge Layers BCF OC Pathlines Run Translate HT3D Help |
_,..:...\,: R rady e s p—— F . —
sc Iumnﬂ e E - 3 v
== = AL
1 p 1
m “EI’
=M | =
]
| E- -t
DGE
S (Ran FIOFLOM!

[ Run MODPATH
[ Run Zone Budget

(JRur MT3D
3 oK [_Gancel-] [#%:Hetor i__
» B0l - -
. a1l bt il
- h
X ot = H =
Y : ol - 7 d 1
Z - - —
Row [ D] 00 &00 00 00 0G0
Col umn CJ) 2 &‘:"2;-: Fa""&"‘ “:N:r,( "-n ; %: % “i FSD o me
Layer (K1 ’ Help f‘g ESava ﬂa:l{; \Jl ’bUt ot °{g .ng .Nenm
fﬁ_;ﬁﬂe.’.ﬂ‘lﬂ:nﬁcassal?u?!f“ﬂ?matwﬁﬂmwwﬂmﬂmﬁ ﬂmgiimﬂ]‘a R E.fz‘wg.r PRTEEE

Figura 15, Corriendo el Visual Modflow
7 en el recuadro de MODEFLOW

“% en el recuadro de MODPATH

5 O.K.

NiIF CURSO INTERNACIONAL D CONTAMINACION DE ACLUITEROS oK
MODULO T MODELOS MATEMA TICOS EN GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
OCTUBRE DEL 2000



EJEMPLO DEi. VISUAL MODFLOW

11. VISUALIZACION DE LOS RESULTADOS

‘& OQUTPUT
Esto nos permite ver los niveles piezométricos calculados para el acuifero superior

(figura 16}

H o, L A RO PO b, L D A K0 £ O BT 1 0 I R 8 A M TR P -7 A o D B AR § BRI 36547 Ky R 6 b b Kb

-Visuat MODFLOUW - [ c:\umdemo™e jemplo.umf ]

Col umn (0
fLayer (K1

Figura 16. Niveles piezométricos

KHCHRSOINTERNACIONAL DE CONTAMINACION DI ACUH'EROS | . 9
MODULO T MODLLOS MATEMATICOS EN GEOHIDRGLOGLA Y CONTAMINACION DE ACUIFEROS
OCTUBRLE DL 2000 .



EJEMPLO DUL VISUAL MODFLOW

Y8 PATHLINES (del menu superior)

Esto nos permite ver el movimiento de las particulas (figura 17).

B A M A AL - LA 1 0 A A B 3 o e YR SRV = A e o AR % R T . AR 0 . e A ARTAARLA ' e i AR L MM Al o P RS

UtSUﬂl [iDFLtllJ - [ c*\umdemoe jemplo.umf 1

File Comours Ueloclties Zbud Annotate Help

| Col umn (D)4 2" FH O ; Z 1
d Laver  (KJ1 P L irh Ind savel ) 1 D xm 3 Fou _ﬁ#nj
§ (Output . Time 1. BBBEA (day) Strosst pcrimi :11@.»"'ﬁ5§%tep;;: "L PRt

:g;,r.

Figura 17. Movimiento de las particulas

NIECTRSO S T ERNACIONAL DECONTAMINACION DI ACUITEROS 0
MODULEETH SODEEOS MATEMATICOS PN GEOHIDROLOGIA Y CONTAMINACION DE ACUITEROS
OCTUBRIL BLE 2000



EJEMPLO DEL VISUAL MODFLOW

‘B VIEW COLUMN

Mover el cursor hacia alguna columna cerca de la perforacion abandonada y <. Esto nos

dara una vision de la seccién del modelo (figura 18).

Pt A AL AL e D8 6 B R o1 e

Uisual MODFLOW < [ c-\umdemo~e jemplo.vmf 1
File Coniuurs Uelacities Pathlines Zbud Annotate Help

Y 1102
Z 28.3
Row «n
R Column ()16 | S oy I L
Lager (K 128 Y. E " a'fPan

Figura 18. Movimiento de las particulas en seccion

X CURSU INTLRNACIUNAL DE CONTAMINACION DE ACUIFEROS 3t
MODULO 1Y MUODELOS MATEMATICOS EN GEOHIDROLOGIA ¥ CONTAMINACION DE ACUIFEROS
OCTUBRE DEL 2000



EJEMPLC DEL VISUAL MODFLOW

La figura 19 muestra en un acercamiento del movimiento de las particulas, v se aprecia
como es que la contaminacion del acuifero superior puede llegar a los pozos de

abastecimiento que bombean de! acuifero inferior por medio de la perforacion abandonada.

o in e e e P S, e 0Tt AP 4

e M bbb e o by S e 0 Pt K

Uisua HODFLOM - [ c-\vmdema @ jemplo.umt 1
Zbud Annotate Help

T
b

=T

1400 1514}

T

§ Column (038 fi| FLo3mel s B r o e frs T [ s [
' LBUEI" (K ' - el Tl ?oﬂ A ﬂ . HQ[nE

T oggla; ondolf:orid; ines by pry ties

Figura 19. Movimiento de las particulas a través de la perforacion abandonada.

XH CURSU INTERNACIONAL DE CONTAMINACION DE ACUIFCROS
MODULO 1N MODELOS MATEMATICOS EN GEOHIDROLOGIA Y CONTAMINACION DE ACUIF EROS

OCTUBRE DEL. 2000

T .



EJEMPLO DEL VISUAL MODFLOW

Las ﬁgui‘as 20y 21 mﬁestran el resultado si la conductividad hidraulica que simula la
perforacion abandonada no hubiera sido tomada en cuenta. Este resultado predeciria que la
contaminacion permaneceria en el acuifero superior sin infiltrarse por la perforacion
abandonada. De esta manera se predeciria erroneamente que los'pozos de abastecimiento no

se contaminarian,

al MODFLO demo™\e jemplo Y
File Contours Uelocities Zbud Annotate Help
Lo ———
B R

Lo t
H|Projections =i B,
% Segmants ARAEE.

4

d Col umn (D)
Layer (K1

FOmak: b
PR etz
4 2y’ Hend'
Fer e L )

Figura 20. Movimiento de particulas cuando no se toma en cuenta la perforacion

abandonada.

X1l CURSQO INTERNACIONAL DE CONTAMINACION DFE ACUIIFEROS 13
MoDULO I MODETOS MATEMATICOS EN GEQHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
OCHHBRE DEL 2000



EJEMPLO DEL VISUAL MODFLOW

“Uisual MODFLOU - [ c™\umdemoe jemplo.oms 1
File Coniours Uelocities Pathlines Zbud Annotate Help

Ea
i Col umn (J)1B
Layer (KO

Figura 21, Scccion mostrande gue el movimiento de las particulas esta restringtdo al
acuitero superior, cuando no se toma en cuenta la infiltracion por medio de la pertoracion

abandonada.

o MAIN MENU (del menu supgner}

[P

X

‘% FILE

®

P EXIT

-
Y

XIT CURSQ INTERNACIONAL DE CONTAMINACION DE ACUIFERQOS 34
MODULO T, MODELUS MATEMATICOS EN GEOQHIDROLOGIA Y CONTAMINACION DE ACUIFEROS
OCTUBRE DEL 2000



FACLJI_TAD DE INGENIERIA U_.N_A_M._
DIVISION DE EDUCACION CONTINUA

CURSOS ABIERTOS

Xil CURSO INTERNACIONAL DE
CONTAMINACION DE ACUIFEROS

MODULO Ill: MODELOS MATEMATICOS EN
GEOHIDROLOGIA Y CONTAMINACION DE ACUIFEROS

TEMA

MODELOS DE TRANSPORTE

EXPOSITOR: M EN C. FERNANDO LARA GUERRERO
PALACIO DE MINERIA
OCTUBRE DEL 2000
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Modelacion Numerica del Flujo y Transporte de Contaminantes

Ing. Fernando Lara
. - instituto Mexicano de Tecnologia del Agua



Problemas Asociados 2 la Contaminacion de Acuiferos
En general, se deben responder tres preguntas basicas
relacionadas con los contaminantes en el subsuelo:

En qué direccion se mueven ?/

Con qué velocidad se mueven ?

Cual sera su concentracion en el tiempo vy el espacio?



£

Objetivos de fa Modelacion de Transporte de Contaminantes

Analisis de la trayectoria y tiempo de arribo Jde los
contaminantes

Evaluacion de la pluma contaminante en el espacio y el tiempo
Estimacion de la concentracion y curvas de concentracion
Evaluacion del riesgo a la contaminacion

Evaluacion de medidas de saneamiento y proteccion  de
acuiferos



Transporte de Solutos en un Sistema de
Flujo Subterraneo

7/ N
\
// \
s A
Transporte_ de masa Transferencia de masa

Adveccion Filtracion
Adsorcién-absorcion

Dispersion | Intercambio 16nico

‘ Precipitacion
Difusion - Biodegradacion
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ADVECTION AND DISPERSION

OF A CONTAMINANT SLUG

GROUNDWATER
FLOW

A= Xp X”X1 X=Xo

1igure 11 Transport 0f 3 coniaminant slug through a porous aqulfer,

A HYPOTHETICAL COMT AMIIANT PLUME

WITH A LARGE TRANS o2 DIGPENSIVITY

WANTE

" E — 7 \ \ 1!__..
———— T — [
0.4 - A - - ./ (-
z | e g = o
03 + .-\\ i - S = 1___sModosos . 9.-1._\9.1.-#9?..---&31 |~
= 0, TN T
Z [ o '
o -
Ul 02 { ] LOMNGITUDINAL DISPENSIVITY
% b B HYPOTHETICAL COMTAMINANT PLUME
5 . \ | DATA FROM FREYDENQ (108 A)
0. e - WiITH A SMALL TRANSVENRSE DISPERSIVITY
0 r L A : WASTE
0 20 40 60 BO 100 !

DISTANCE FROM SOURCE (m)

Figure 12, Increasce In longiludinal dispersivity
with fransport distance

iy

v s

Plgurn 13 Hypolhnlical contaminant plumes 1or
larga {A) and small (B) disporsivities

s e
e —
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gronos de sedimento, moléculas y diomos( Modificado de Motthess y Pekdeger, 1985).



Constante de eliminacion del

aigunas bacterias y virus en el agua

subterraneq.

99.9% de

99 9% de elimingcién gr T T T T T T
en agua después de 2751 TO 35 23 16 14 12

—d

o
-~

o] 9
140 ¢ : !
50 dias 1Q dias
Ifo_ ]
Shigella sp. Colliforme
Salmonella faecolis
E coll
[(Prornedf‘o)
Md@s persistentes que E. coll % » Menos persistentes que. €. coll
S. typhi
Virus  {Pohio , Hepatins, Entero.)
S. paratyphi
S typhimurium
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Procesos que controlan el transporte de masa

Proceso Definicion Impacto en el transporte
Adveccidon |Movimiento de masa Uno de los procesos mas
como resultado del flujo |importantes de transporte.
subterraneo

ispersion. |Mezcla de fluidos debido |Mecanismo de atenuacion.
al efecto de la Reduce y - dispersa la
heterogeneidad en el concentracion del contaminante.
subsuelo.

Difusion  {Movimiento de Mecanismo de atenuacion.
concentracion en Reduce la concentracion
respuesta a un gradiente
de concentracion

L1,

e

(Adaptado de NCR, 1991)




ESCALAS DE HETEROGENEIDAD EN LOS ACUIFERO
(ADAPTADO DE SPITZ Y MORENQO, 1996)

ESCALA DE PORO

ESCALA DE
PORO-GRANO

ESCALA DE
PORO-MATRIZ

,
“
~



Introduccion

Los modelos de computo son herramientas esenciales para analizar problemas

complejos de flujo y transporte en el subsuelo.

Los modelos se refieren a la aplicacion de programas de computo. que resuelven
un conjunto de ecuaciones, que representan el modelo  .matematico de un

proceso fisico o quimico que ocurre en el subsuelo

Su aplicacidn permite estimar la respuesta de la carga hidraulica vy la

concentracion cuando hay variaciones en las propiedades hidraulicas y en la

recarga o extraccion de un acuifero.

R



Cioruro,
(Adveccion y dispersion)

&R
& Sy

1 dia B5 dias

452 dla 647 dias

Tetraclo,
(Adveccion, dispersion y sorpcidn)

16 dias 380 dias 633 dlas

Tetracloroetileno,
(Adveccion, dispersion y sorpcién)

k\ '.ik %’tﬂj

—‘H_,,. 4

16 dias 330 dlas G33 dias

Tolueno
(Adveccion, dispersidn, sorpcién y hiodegradacion)

( 3? N o : ’

3 53 108§ dias

0 10 20 30 40 50
l | | ! | |
Distancia en'm

T> Distancia cel fluje

EFECTO COMBINADO DE LOS FENOMENOS DE ADVECCION, DISPERSION,
SORPCION Y BIODEGRADACION EN UN ACUIFERO DE ARENA EN
BORDER, ONTARIO. (ADAPTADO DE SPITZ Y MORENO, 1996}

&



Caracteristicas_de los Modelos de.
Transporte de Contaminantes

Los modelos de transporte son una valiosa herramienta para el
analisis y la solucion de problemas de contaminacion en el subsuelo.

Su aplicacion mas util radica en simular escenarios y evaluar
meétodos para el saneamiento de los acuiferos.

Es poco probable que las capacidades predictivas de los modelos
mejoren en el futuro. El desarrollo de los modelos se dirige a modelos
de tipo éstocastico.



Saturacldn en una Saturacién en varlas
fase (miscible) tases (Inmiscibles)
Espacio saturado_ .

de un contaminante  /

Espacio _ Espaclo
saturado saturado
con agua

con agua

L —r 2 |

TIPOS DE CONTAMINANTES Y SU EFECTO SOBRE

EL FLUJO Y TRANSPORTE EN EL SUBSUELO
(ADAPTADO DE SPITZ Y MORENO, 1986)
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Caracteristicas de Jos Modglos de.
Transporte de Confaminantes.

En un modelo de transporte existe una gran diferencia si los solutos
estan presentes en una capa de baja o alta velocidad.

Una parte fundamental del modelo de transporte de contaminantes
es la construccion del modelo de flujo. Este debe satisfacer un alto
grado de exactitud.

Los modelos de transporte poseen menor poder predictivo que los

modelos de flujo.

!



Modelo Fisico

°) Trayectoria aleatoria

™ -

\°
o o\ e

oo A S T A A
) ' i | — oo
SEEEN A ‘!U.i'_!{l'_?! Lo
U R AT U NN
N N LT O 0 R
ST ETy P T Y VY T
Y
Aproximacion analitica
s f(y)
0
f(y) = 2c7 Desviacion estandart
(y) aJon e . o

i
Valor esperado
— xmr l i -

0 - y

ILUSTRACION DEL FENOMENO DE DISPERSION LATERAL
(ADAPTADO DE SPITZ Y MORENO, 1996)




DIFERENCIAS FINITAS ELEMENTOS FINITOS

e

TRAYEZTORIA ALEATORIA

TIPOS DE MODELQOS DE TRANSPORTE



"Solucion Numeérica de la Ecuacion de Transporte

La ecuacion de transporte en una dimension en un medio poroso homogéneo ¢

isotropo que incluye sorpcion y decaimiento, se puede expresar como (Fetter,

1990):
2¢ )
BL_ 3 p¢ - (25
s T 2_";, - 7 DC - _{"” g T\ e
0 D"bx’* FY g o - ~oT

dispersién . adveccion sorpcion reaccion



o o ™ Punto de medicion

1'7 : Superficie
potenciométrica

Carga de
prestGn (hp).

Corga
total (ht)

_____

Corgo de
elevocidn(z).
]

Nivel de referencia {Nivel del mor)

Relacion  entre corgo hidrGulica tota!l , carga de . presién y

corga  de eigvocion,



Tipos de Modelos Numericos

LI T e Ny g s 330 TR RO AN T T TR R T

(Anderson,MP. Prickett, T.,A,1994)

Familias de Programas

Flujo subterraneo PLASM MODFLOW AQUIFEM

Transporte o 4‘ o F;:E‘\}VALK *P\;W g |
Trayectoria de particulas ~ FLOWPATH PAT.:H3D MOBPATH
Flujo saturado variable FEM\;VATER | V320
Transporte saturado variable FEM\}VASTE » VS2DT

Programas unicos

Fiujo subterraneo AQUIFEM-1
Transporte BIO1D,USGS MOC, SWIFT/389
Flujo saturado variable UNSAT2

Transporte en un medio variable saturado SUTRA



SUAFACE :
IMPOUNDMENT - OFAT UINER RECERTOR
FACILITY WELL
} § .4 i
Z
: S TR
~ . . - N . . . . . 7] .
AMBIENT ~ oo S RN A -
FLOW S DT "‘-f

- '
- . . . .
- - d -

LIITIIT 77777717 7771 T 17777777 7T 777777 7777777777 1777777 |

NENE
TYVYY

VADQOSE
ZONE
MODEL

-
-‘-_.. N

gl g
—~f

0y

SATURATED ZONE MODEL




I=1m/yr

R ERTRA A Z

'_'__—-4—-—_
_f- T Y K = 750 m/yr {
' =1 -
14 m L ST lPPm ¢ - 0.25 |
»__gﬁ ‘ ﬂ--{FTm L
' K=750 m/yr T
h=-21m — ¢ - 0.25 S h=-19m
Ay aL- 3 m * :
uT" im ‘l'
//7//7/////7//’//////////7/////7/7///
e - 150 m -]
AS
LAND DISPOSAL UNIT
re
335 : H T i T T |
a0k ’.I""iﬂyr : COMPOSITE MODEL RESULT
25 | ! | -
E ' v 5‘9"?
- 20 ' © o9 h 4
é e =1 @ / .
V =10 m/yr 0.1 : .
- 0.0
5 \ .
0l 1 L S A J )|
Q 20 4Q 60 a0 100 120 140

X - DISTANCE, m



0m 110 m ]
1 A
I~-2miyr .
Ca-1ppm I-1mlyr,C°-0
] lll R
1 : ‘
T f
K =50 m/yr
i4 m & -~ 0.25
aL-2m
v aT—1m
K =780 m/yr
a1 m » =-0.28
a=3m 9 m
aT-1m J’
ESS IS ST ST TS A S S S
| W
e

180 m

NUAERICAL MODEL RESWLT
w0
0080 o ]
0 4 a.m
2 \\\U
-
i 5 4 8\-1
« W4
18 1 o "l
0' \
o 4 \ - i
o 40 T Wo "e Te0
XM




Modelos de Trayectoria de Particulas

Los programas que simulan el movimiento de los solutos Unicamente por
adveccion se conocen como modelos de trayectoria de particulas (“Particle

traking” ). No calculan la concentracion de solutos.

Debido a su facil aplicacion son mas populares que los programas de transporte
de solutos. Las simulaciones permiten calcular la trayectoria de las particulas y el

tiempo de transito.

Los modelos de trayectoria de particulas son una alternativa para simular el

transporte de solutos cuando el grado de incertidumbre, asociado con los

parametros de dispersion y de retardacién es muy grande.
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Datos Requeridos por un Modelo de Transporte

Modelo de Flujo

Mapa hidrogeoldgico

Continuidad y espesor de capas permeables y confinantes
Distribuciocnde Ty S

Mapa de elevacion del nivel estatico y sus variaciones en el tiempo
Distribucion del bombeo en el tiempo y el espacio -

Estimacion y distribucion de la recarga

Interaccién agua superficial y agua subterranea

Modelo de Transporte de Solutos

.- Distribucion de las cargas hidraulicas calculadas en el modelo de flujo

- Estimacion de parametros: coef. de dispersion (long. y trans).; porosidad
efectiva : factores de retardacion

- Concentracion de la calidad natural del agua

- Tipo y distribucion del contaminante en el tiempo y el espacio

-
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Prediction of Regional Ground Water
Flow to Streams

by 8. Christensen®, K.R. Rasmussen®, and K. Mglier®

Abstract

Databasc information on geology, hydrology. and hydrometeorology may form an excellent basis for studying ground water
flow and scepage to surface water in a catchment. In a field case study of a 114 kni* catchment, geological database information was
used {0 determine lay er thicknesses and boundary conditions as well us to parameterize a ground water flow model. Hydraulic head
and stream Now data were used to estimate the model parameters by nonlinear regression, The uncertainty of the estimated paea-
meters and of the predicted stream flow gains was quantified by individual likelibood method confidence intervals, During four stipes
of calibration. ranging from ustng only head data to also using an extensive sct of measured steeam flow gains, no parameter estj-
mates changed stgnificantly, but the numbcer of parameters was increased from 12 to 14 in order to fit focal stream flow gains. This
indicates that the geology-based parameterization is firm.

Adding stream {lows to the ealibration data reduced the uncertainty of the estimated parameters significantly. However, the
uncertainty of sone of the parameters was significant even when an extensive set of measured stream flow gains and hydraulic heads
was used to calibrate the model. Parameter uncertainty is reflected in the uncertainty of the predicted stream flow gains, When an
extensive set of stream flow data was used during calibration, the prediction uncertainty is up to £25% in large streams, and up
to £60 9z in smailer streams. The confidence intervals in gcncr.ll are skewed, and they are very skewed in the case where no stream
flow measurements were used to calibrate the model,

The case study shows that even when relatively extensive geological information and calibration data are available, there may
be significant uncertainty connecled with the prediction of local discharge of ground water to streams. Reducing uncertainty in such
cases will require extensive field investigations in order to improve the definition of recharpge areas and to describe the local luxes

and flow patterns in the aquifers.

Introduction .

Predicting regional ground waler seepage Lo sir:ams ts jmpot-
tant in a vaniety of environmental management and engineenng
problems. Thus the background for the prcsém paper is a study of
whether and where nutrients 1n seeping ground water can be
reduced through recreation of wetlands along streams. This involves
a number of basic questions: where does ground water scepage
occur, and is 1t from near-surface aquifers or from deep aquifers?
Answers will typically be assessed by using a catcchment scale
ground water model, but to what extent are such model predictions
rehable?

Based on a casc study of Dumish catchments we discuss how
well ground water scepage can be predicted by using a greund water
model, given that the model 15 {typrcally) conceptualized from quai-
ttative geological mformauon available 1n datubases, and cali-
brated to tit (1) hydraulic head daa measured throughout the
catchmem;, and (2) streamn flow measured 10 a few main tributaries.

It is commonly accepted thar the efflux of ground water from
deep aquifers varies very hiutle during the vear, or even from year
to year, while the discharge from near-surface aguifers can vary
almost nstantancously due te vanutions 1n precipatation {Bear
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1979: Freeze and Cherry 1979; Christensen 1994). However, after
long dry periods drain and overiand flow becomes insignificant, and
the discharge from near-surface aquifers tends to stabilize at a low
to moderate level or, in areas where such aquifers are shallow,
almost vanish. It 1s 1n this bascflow situation when ground water dis-
charge is quasi-stationary that we can actually estimate it from syn-
chronously, closely spaced, stream flow measurements.

In the first section of the paper we describe the studied area
using available databasce information. We describe the geology in
as greal detai] as we think possible on a catchment scale. In the next
section the geological model is used to conceptualize and para-
metenize a ground water model. Thereafter, the model is cali-
brated by nonlinear regression using MODFLOWP (Hill 1992).
This method has at least two important advantages for this study:
(1} it1s efficient and objective when the model parameters arc pre-
defined and the accuracy of the data are known; and (2) it makes
it possible to analyze and compare calibration results using sta-
tistical methods. The calibration of the model is based on fitting
to synchronously measured sets of hydraulic head data, and to more
or less extensive dala sets of stream flow, and thus illustraies how
stream flow data influence parameter estimates and uncertain-
ties. Then the variously calibrated models are used to predict the
siream flow at a number of measunng stations throughout the
catchment, Finally, predicted and measured values are compared
and the prediction uncertainty is quantified by individual hkchhood
method prediction and confidence intervals,
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Figure I. The Gjern catchment in eastern Jutland with position of ice
borders and dircctions of ice advance (Larsen and Kronborg 1994). (C)
main Weichselian ice border; (D) cast Jutland Weichselian ice-border;
(C,) temporary position of the ice border during the retreat of the
Weichselian ice.

The Gjern Ficld Area

The investigations presented in this paper were carried out in
the Gjemn catchment in eastern Jutland, Denmark (Figure 1). |

Topography and Land Use

In Figure 2a we have plotied the topographic divide from
1:25,000 maps with 2.5 m contours, whereas the digital efevation
model (Figure 2a) 15 based on digitized 5 m contour lines. The
highest parts of the caichment along the southern and eastern
drainage divides have elevations more than 100 m above datum,
while at the main runoffbgaugmg stauon at Smingevad the elevation
15 only 19 m. The catchment area for this station is 114 km?. The land
use is 77% cultivated, [4% f{orest, 4,5% wetland and fparian mead-
ows, and 3% urban arcas and roads, (Hoffman et al. 1997). Lakes
amount to approximately 0.5%, Soebygaard soe (0.4 km?) being the
largest. The riparian zones of the catchment are influenced very luit-
tle by reclamation 1n comparison with many other Danish catchments,
and wetlands are welt represented along the various stream courses.

Hydrometeorology and Hydrology

Precipitation 1s measured daily at several stations within the
catchment by the Danish Meteorological Institute (DMI}). For the
period 1961-90, the annual precipitation was estimated as 730
mm when applying corrections for loss due 10 evaporation and acro-
dynamic 2ffects (Allerup and Madsen 1979), and there are no
important spatial vanations within the catchment. The regional
potential evapotranspiration for the penod 1981-94 is 560 mm/y.

Gjemn aa. the main stream, flows approximately northeast-
southwest 1n the deeply incised Gjern valley. Daily records of
runoff have been collected at the main station (Smingevad) since
1972, and the average is 193 mm/y for the period 1974-1992
(Clausen 1995). The main tnbutarics are Gjel back and Voldby back
(Figure 2a), both with several automatic gauging stations, and dur-
ing low flows single measurements of discharge were obtaned syn-
chronously at {9 stations (Figure 2b).

The total ground water abstraction ts about 1 million m3/year
and corresponds o 10 mm/fyear, or just over 1% of the annual
precipitation,

b) Stream gauging stations

Figure 2. (a): Catchment topography; (b) Discharge stations with
topographical catchments; {¢) Hydraulic head of the primary aquifer;
1 to 13 muark positions of geological prohles.

Geology .

During the late Oligocene and carly Miocene eras, a shallow
marine silt and clay facies was deposited (Zicgler 1990). Within the
Gyern catchment the clay deposits form relatively thick beds
(Rasmussen 1961) which presumably form the lower impern :
boundary for the circulating fresh water.

In the middle Miocene cra, a marine regression followed and
limnic micaccous sand was deposited, inlerbedded with quanz
sand/gravel, micaceous clay and silt, and thin coal beds (Rasmussen
1961). Generally, the coarse sediments were deposited by large river
systems and have a large arcal extent. Silts and clays were dcposilEd



in lukes and abandoned river branches. and the horrzontal extent of

the f1ne sediments is therclore ]u.\ than that of the couarse sednnents
During the Plaistocene csu, the arca was glaciared at lcast

‘our times. Glacial activity modificd the older deposits and left cap- * |,
ping layers of 1ll and melt water sedinents, .often with Complu s
interbedded structures. Of special relevance for this study is that dur-

ing the Weichselian glaciation the main ice border (C, Figure 1) and
the east Jutland ice border (D)} were formed west and east of the
Gjemn catchment while a third 1ce border (C,, from the retreat of the
main ice) crossed the catchment in the north-south direction (Larsen
and Kronborg 1994).

We have used the information n the PC well database (PC-
ZEUS) of the Geological Survey of Denmark and Greenland (GEUS)
to sct up our detailed geological model. We selected the lithologi-
cal information from all wells in the area which are deeper than 30 m
{149) and used s to construct 13 geological cross-sections (Figure
2¢) across the catchment. Figure 3 shows two examples.

There are 65 wells which arc believed to reach the manne clay
or end shortly above, but only for a few of these is the geological
record unambiguous. At the ice border C,, just south of Socbygaard
where the main streams join, well data are sparse and 95 transient
elecromagnetic soundings were made (Moller 1994) 1n order to est-
mate the depth to the well-conducting marine clay (Figure da). It
should be noted that the Gjern valley, which runs almost straight
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Figure 3. Geological profiies from the Gjern catchment: north-south
cross section (4); east-west cross scction (13).

. a) Tertiary surface

* Wall
- aTEM

Figure 4. (a) contour map of the impermeable base; (b) isopach map
of the regional aquifer; (¢) isopach map of aquitard (white areas also
indicate arcas where the recharge is directly to the regional aquifer).

northeast-southwest, cuts deeply inte the pre-quaternary surface.
However, we find no evidence in either the well records or the tran-
sicnt electromagnetic soundings to suggest that the Gjel back or
Voldby baek can also be detected in the pre-quaternary surface.

Generally the well logs indicate that in the Gjemn valley and the
tributanies the valley infill is mostly sandy. Semi-permeable beds
that inhibit the exchange between the ground water and the streams
are mostly missing in the Gjemn valicy but are commonly found in
the tnbutary valleys.

e
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aquitard/secondary aquifer. Here permeable refers to gravel or
sund, and also areas with a thin clay cap at the surtuce which 1
assumed to be permeable due to {ractures down 1o adepth of 3 m
Below ths depth clay 1s assumed to be semui-permeable. -We have
used 178 well lithology logs to locate the areas with leakage and
recharge, respectively (indicated in Figure 4¢ as areas with and with-
out overburden, respectively). We make the rough assumption that
the water table in the aquitard is 3 m below the surface.

The recharge depends on precipitation, evapotranspiration
and land use, and it can be estimated directly from actual data
using root zone modeling. However, land use data are not currently
available from a database, and therefore we treat recharge as a
parameter of the ground water model and subsequently estimate 1t
by calibration.

The magnitude and the direction of leakage depends on the
thickness and vertical hydraulic conductivity of the aguitard, and
on the vertical hydraulic gradient between the aquitard and the
regional aquifer. In the present case the bottom surface of the
aquitard was interpolated from the lithology logs of 178 borc-
holes, and its top surface estimated to be 5 m below ground level
The resulting aquitard thicknesses are shown in Figure 4e. The ver-
tical hydraulic conductivity of the aquitard is estimated by calibrating
the ground water model.

Aquifer Transmissivity

The depostis of the pnmary aquifer can consist of glaciofluvial
sand and pravel. Terttary quariz sand and gravel, and Tertiary
micaceous sand. The aquifer transmissivity (T) has only been esti-
mated from pumping tests of two wells, but the Jack of good qual-
ity data on the transmissivity field is probably typical for most_
Danish catchments. It is not ecconomically feasible (Christensen
1997) to acquire datdl on the entire transmissivity field of a regional
aquifer from pumping tests. Information on the transmissivity ficld
must therefore be based on alternative methods. We are reluctant to
use specific capacity as an esumator for T, mainty because the avail-
abie information on T in wells 15 often 1o sparse to form a reliable
regression, z\md‘ﬁccondly because this faelliod i some cases gives
poor estimates (Christensen [995). We therefore assume that the
hydraulic conductivity K is constant within each lithologically
defined zone (Figure 5}, and esumate K by ground water model cal-
ibratton. Since we have calculated the aquifer thickness (Figure 4b)
using the well log informauon we can also esumate T

The EfMux from the Aquifer

The efflux from the aquifer 15 pantly due 1o abstraction and
partly due to ground water seepage to streams, The abstractions were
measured whereas the seepages were estimated as follows The min-
imum stream flow (MSF) is normally recorded during long drv
spells in Jate summer when the only contribution to stream flow s
ground waler secpage. Therefore we use the median MSF as a
measure of the average secpage flow from the pnmary and the scc-
ondary aquifers. Given the zonation of the hydrauiic conductivity
of the aguifer we divided the stream system into segments belween
the gauging stations in Figure 2. This allowed us to analyze and
compare the interaction of ground water and stream flow for zones
and segments along the stream.

The interaction between stream flow and ground water seep-
age is governed by the hydraulic conductance of the stream bed and
of the difference between the stream water level and the hydraulic
head in the aquifer. The conductance is a function of the length and
width of the stream, and of the thickness and hydraulic conductivity
of the stream bed. Here the lenetk and width of stream reaches and

the stream water fevels were roughty esimuated from 125,000
topographical maps, The location and thickness o the stream F
were estimated from the gealogic cross sections and shallow

-holes along the stremmns,-whereas the stream bed conductivity s esu-

mated by calibratson of the ground water model.

Ground Water Model

In order 1o simulate the (quasi) stcadv-state flow of ground
water to the streams within the catchment we use the numerical
ground water modeling code MODFLOWP (Hill 1992), which is
a nonlinear regression version of the USGS finite-difference mod-
eling code MODFLLOW (McDonald and Harbaugh 1988).

The model is set up with twe layers, and both are simmulated as
being confined even though they are both unconfined within parts
of the catchment, This approximation is made in order to stabilize
the calculation of heads as well as to stabilize the regression.

The upper layer of the model represents the arca with a sec-
ondary aquifer, and the areas with a water table in till above an
aquitard. In the secondary aquifer, in part of zonc 6, ground water
can flow horizontally. The transmissivity function of this aquifer 18
approximated by a constant value, which is calibrated, and the
hydraulic head is a dependent varable calculated by the model.
Everywhere else in the upper layer we assume that horizontal flow
(in the tell) 15 negligible during steady-state flow, and that the
water level {and thus the hydraulic head) is fixed at 3 m below
ground level.

The lower model layer represents the regional aquifer, and t-
hydraulic head 1n the entire layer is a dependent variable calcul:
by the model. The saturated aquifer thickness function of the low
layer was approximated in the following way: in arcas where the
aguifer 1s confined, we used the contoured values in Figure 4b: in
areas with a free water table, the thickness was calculated as the dif-
ference between the interpolated water table and the bottom of the
aquifer contoured in Figure 4a. The resulting thicknesses are held
constant during the calibration. The hydraulic conductivity function
of the lower aquifer is approximated by a constant value within each
of the seven lithology zones (Figure 5). To better fit the calibration
data, zone 8 was added during the calibration. These eight con-
ductivities are estimated by calibration.

The interaction between the two model layers represents the
leakage between the regional aguifer and the upper secondary
aquifer or the water table in the Gl In areas with no aquitard, the
secondary and regional aquifers are iumped together in the iower
model layer and the upper layer is deactivated. There i_sgggc_qlqgical
evidence for assuming a variable conductivity of the aquitard
within the catchment, so we assume one constant value which is esti-
mated by calibration.

The influx is modeled in onc of three ways: (1) as recharge
directly to the lower model layer in areas with no aquitard; (2) as
recharge to the upper mode! layer in arcas with a secondary aquifer
above the aquitard; or (3} as lecakage from the upper to the lower
fayer in areas with an aquitard but no secondary aquifer. The
recharge to each of the two layers (aquifers) 1s assumed spatally cor
stant and estimated by calibration.,

The efflux is modeled as abstractions or as as leakage from the
aquifers to the streams. The leakage depends on the stream bed con-
ductance, and on the difference between the (given) water level of
the stream and the (calculated} hydraulic head in the aquifer. The
stream bed conductance function was initially approximated by a
constant hydraulic conductivity times a spatially variable factor
depending on length, width and stream bed thuckness. During eal-



- ibration a sc;;urulc hydraulic conductivity for one of the tributaries
was added as a purameter.

.. The horizontal boundary conditions are no-flux boundarics
. coinciding with the .ground water divide shown on Figure 2b,
“which'partly cotncides with geciogical boundaries of low-perme-
able clay or till. '

The model thus has (up to) 14 parameters estimated by cali-
bration: eight hydraulic conductivities in the lower regional aquifer
(K,-Kg); one transmissivity for the upper aquifer in zone 6 (T,); one
vertical hydraulic conduciivity for the confining layer (KV); two
recharge valucs, i.e., one for the lower aquifer (RCH,) and one for
the upper aquifer (RCH,); and two stream bed conductivities, t.e.,
KST, for the stream system in general and KST, for the upper part
of Ellerup baek. For K-Kg, T,. KV, KST,. and KST; we usc log-
ransformed values during the estimation.

The finite-difference grid is homogeneous with 250 m grid

_ spacing in both directions. No grid refinement 15 made near the
streams because these take several directions within the catch-
ment. The number of acuve flow cells in the upper model layer 1s
1118, and the number of constant head cells is 2050. There are 3870
active flow cells in the lower model layer. The interaction between
aquifers and streams was simulated using the MODFLOW stream
package (Prudic 1989).

Methods of Calibration and Uncertainty Analysis

Calibration is done by nonlinear regression to make the model
fit hydraulic head as well as stream flow data. The function mini-
mized during the regression s (Hill 1992):

S{b)=[h* ~h(}]TV, ™ [h*-h(b)] + [3g” -4a(b)] Vg [3¢* —3q(b)] ()

where
b is the vector of parameters to be estimated
h* s the vector of measured hydrauhic heads

h(b) is the corresponding vector of predicted (modeled) heads at

the measured wells using the parameters b

1s the covanance matrix of errors of the heads

1$ the vector of measured gains in stream flow along strcam

courses

Ag(b)is the corresponding vector of calculated fiow gains using the
paramcters b

Y,

aq 1S the covariance matnx of the errors in stream flow gains

Va
Aqg*

1t 15 assumed that the head crrors are independent and therefore
V15 a diagonal matrix. Stream flow gans calculaed from mea-
surermnents are known to be correlated. and we therefore modified
MODFLOWP to allow ¥V, to be a full covariance matrix These
covaniances are calculated by Equation Al denved in Appendix A,

The uncertainty of a calibrated paramgeter can be illustrated by
its individual confidence interval, which 1s commonly calculated
using linear approximations (e.g., Seber and Wild 1989). However,
synthetic case studies (Cooley and Vecchia 1987; Vecchia and
Cooley 1987; Hill 1989, Cooley 19932,1993b) and a field case study
(Chnistensen and Cooley 1996) show that the confidence intervals
for the parameters of ground watér models. as welt as the predic-
. tions made by such models, are often nonbinear. In such cases lin-

- ear approximations should not be used to calculate confidence -

‘intervals. We have therefore adopied the likelihood method
(Donaldson and Schnabel 1987), which can be used to calculate con-
fidence intervals on the estimated parameters as well as on the oul-
put from a nonlinecar regression model with normally distributed
residuais {Vecchia and Cooley 1987, Clarke 1937). The upper and

.

lower Itmuts of the confidence mierval for a function gy, where 8
is the true set of parameters, are caleubated s the maxgmum and nunp-
imum value of g(b), respectively, under the constraint that:

(0 =p) S =SB)_p o
P Sib)
where n is the number of calibration data, p is the number of esti-
mated parameters, bis the optimum parameters found by minimizing
Equation 1, and.d?, , is a problem-dependent statistic. Notice that
g(B) can be any function of the parameters: e.g., it can be a param-
eter of the ground water model, or it can be a stream flow gain cal-
culated by the model. Vecchia and Cooley (1987) showed that the
same compuier program can be used to both estimate the parame-
ters by nonlinear regression and to calcuiate the confidence limits
of the desired confidence intervals. We have thus implemented
the likelihood method 1n the nonlinear regression code.
For an individual (1-a)% confidence mnterval

EL:QB@ _ _P_)

d =
! Vp

{1

3

where 1), ~{n-p) 18 the student 1-distribution with (n-p) degrees of
freedom. Donaldson and Schnabet (1987) argue that individual
likelihood method confidence intervals should be nearly exact for
models with little intnnsic nonlinearity, whereas they may not be”
accurate for modeis with large intninsic nontineanty. In some of the
foliowing cases the local intrinsic nonlincarity of the model, as mea-"
sured by Linssen's modificd Beale's mcasure (Linssen 1975), ist
within the roughly linear range, and the corresponding confidence -
intervals calculated by the likelihood method may therefore be -
too small. To partly compensate for the intninsic nonlineanity we have
increased the used t-statistic as suggested by Beale (1960, Equation
220,

Calibration Data _

The hydraulic head 1s known at 64 positions within the model
arca, but the quality of these data varies. At 31 wells the well ele-
vation (WE) was measured with GPS, while in 25 wells it was esti-
mated from 1:25,000 scale maps, and in 23 of the latter weils
gaugings were asynchroneous. Finally, the head in the secondary
aquifer was estimated at eight positions where the well elevations
were also estimated from a map. Calibration and residual analyscs
(Coolcy and Naff 1990) showed that the variance of. mc_rcsxduals

made in the pammctcnmuon of the modcl where we nc;,]ccl hcl-
crogencity at scales smaller than the zones, partial penctration of
wells, etc. In the regression we therefore increased the variances of
the head measurements by an equal amount (near 10 m?) for all the

vowells.

Measurements of stream baseflow were available from 19

' gauging stations (Figure 2b). We judged the standard deviations of
/ these data to be from 5% at stations with a flow higher than 50 L/s,

to 25% al stations with flows at 5-10 Lfs. At station 411 (Figure 2b),
with a flow of only | L/s the standard deviation was set to 200%.
The measured flows were used to calculate the gain in stream
flow along the 19 courses (between the gauging stations in Figure
2b), and the corresponding covariance matrix (Vaq. Equation 1) of
the flow gains were calculated {rom the measured flow uncerain-



iy iy between 5% and =60% for the courses with smaller
gams.

Discussion-and Conclusions

The study showed that tire geological information in the GEUS -~

database is useful lo mierpolate tayer thicknesses as well as to
define the parameters of a regional-scale ground water model.
From the geological data alone we defined 12 parameters that
were estimated by model calibration Dunng our four stages of cal-
ibration, where we went from using only data on hydraulic heads
to also using an extensive set of stream flow gains, none of the esti-
mates of these 12 parameters changed significantly. Addition of
flow-gain data to the calibration record only changed (1., reduced)
the uncertainty of the estimates.

The GEUS information on hydraulic head in the aquifers was
collected over more than 50 years and is obviously of questionable
quality. We therefore collected as many accurate head data as pos-
sible. However, analyses of the data showed that in this case the
small-scale variations in head (due to heterogeneity, partial pene-
tration of the wells, etc ) dominated over the measurernent error that
we found in the GEUS data. It is therefore likely that using the
(GEUS hcad data for model calibration would not have affected our
results significantly

Synchronous measurements of the spatial distribution of low
flow in catchments was intreduced more than 20 years ago in
Denmark. At least one set will now be available for many larger
catchments; in the Gjern catchment, for instance. data from 1976
and 1990 were available. During the project we have acquired
several more sets, mostly for the purpose of testing the stability in
our estimation procedure of the median annual minimum dis-
charge. but also to supplement with data from the smallest strezm
courses

Going through four stages of calibration we have demon-
strated the importance of using efflux data together with hydrauhc
head data when calibrating a ground water model—primarily
because the uncertainty of the estimates will be significantly
reduced. Take for example the estimated recharge to the lower
regional aquifer: in the case where we only used head data. the 95%
confidence interval for the recharge estimate ranged from 40 mm/y
to 1432 mm/y, whercas the inicrval was an order of magnitude
smalier (from 139 mm/y to 292 mnyy) when we also used all the
availabie information about stream flow to calibrate the model.
However, the uncenainty of the estimated recharge and of other esti-
mated parameters wias mgmﬁc.ml even when we used the entire set
of ineasured stream flow gains and hydraulic heads to calibrate the
model

Uncertainty in the estimated parameters ts naturally reflected
in the uncertainty of the gains in stream flow predicted by the
ground water model. The confidence intervals of the predicted
flows are very wide in the case where no stream flow data were used
for calibrauion, whereas they narrow more and more a8 increasing
amounts of {low data were used. However, the uncertanty is still
significant for some of the predicted flows even when we used the
entire set of stream flows: in large sircams the uncertainty is up to
+25%, in smaller streams up to +60%.

Nonlinear regression using MODFLOWP (Hill 1992) was
very efficient for calibrating the model. We implemented Vecchia
and Cooley’s (1987) version of the likelihood method 1n our regres-
sion code in order to calculate nonlinear individual confidence

and predictoon mtervads, Insost cases these caleulations wese
also elficient. e not vet been proven that indis wheal intervals ¢
culated by the tiketihood mcthod e exact, bul o te other s
there 150 cvideace that they would-not be (Donaldson and-
Schnabel 1987; Cooley 1997: Cooley 1996). AL the deast? other stud-
ies we have cited show evidence Tor concluding that these nonfin-
car individua! intervals are significantly beder approaimations
than the traditonally used Imcarized intervals. It is mentioned that
for our cuse study the calculated nontinear confidence intervals are
skewed and wider (in some cases very skewed and much wider) than
the corresponding linearized intervals. Therefure, if we had based
our analysis on lincarized instcad of nonlincar confidence intervals,
the conclusions regarding the uncertainty of predicted stream flow
gains woulid have been less pessimistic. Further, if we had compared
measured stream flow gains with linearized (instead of likelihood)
prediction intervals. an unlikely large number of measurements
would fall outsidé their respective prediction interval, and this
would lead 1o the wrong conclusion that there is a significant dis-
agreement between the model predictions and the measurements.

The overali conclusion of this study is that many relevant
data for ground water and surface water modcling studies are eas-
ily available from databases, This information is usefui and in
some cases. where the information is dense and of reasonable
quality, 1t may be a sufficient basc for an entire study of the regional
ground water and surface water flow. However, even 1n a casc
like the one studied here, with a (airly dense geological data set and
an extensive set of high quality calibration data, there still may be
significant uncertmty connected with the prediction of local see
age of ground water (0 the streams. In such cases more detailed—
but presumably more expensive to acquire —hydrogeological infor-
mation will be necded to improve the definition of recharge areas
and to describe the local fluxes in the aquifers. Hydraulic head data
are_not _sufficient for the calibration of a rq,lonal scale ground

water flow model. The mode] uncertainty is reduced significantly
(in our case, bv an order of magnttude) if measured discharges at
a few key points in the stream system are included in the calibra-
tion.data_Using a spaually ‘dense, instead of a sparse, sct of mca-
sured stream flows for the calibration will only cause a modest
reduction of uncertainty. On the other hand, dense strearn flow mea-
surements may reveal model error {in our case, inaccuracices in the
geological model) which, when corrected, may cause simulations

to changc significantly.
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Appendix A: Derivation of Covariance of Stream

Flow Gains

A generalized expression [rom which the stream flow gain
along a stream course (with ndex ) can be calculated from the mea-
sured stream flows, Q,, is:

AQ = 210



1, is 1 for Q, at the downsucam stetion of the course; -1 for Q, at the
upstream stations along the course: and 0 for Q, at stations not
located along the course. Thus, for stance. 11 Q,, and Q4 are the
measured flows at stations-10 and 13 (Figure 2b), rc?:pectivc!_v, the
gain along the corresponding stream course 1s:

AQ =Q:0_Q13

If there are tributarics to the stream course we can have more
than one upstream statucn. In Figure 2b the gain along the course
from the two upstream stations § and 602 to the downstream sta-
tion 7 can be calculated as:

AQ=0Q;— Qs —Qun
More than cne downstream station may aiso occur if the
strearn branches into two or more runs. The covanance between the
gain along two stream courses 1s
Cov(AQ,AQ) =E{(3,
1

LQ) (LI ~E(S1LQIE(S1Q)
] t J

or

ch(AQ,..\.Q,>~?ZI [E{QQ,} ~E(Q) E{Q]}L.

If the flow measurcments are independent, then:

E{QQ}—E{Q) E(Q}=0, 7
and
E(QQ}-EIQIE[Ql=0]. 15

where o7 15 the varance of Q,. This means that only measurements
that are shared between the two calculated gains contribute 1o the
covaniance. '

For courses that arc not overlapping, one measurement 1s
shared if the two courses are connected. namely the measurement
at the connecting point This pouwnt 1s obviously at the downstream
end of the one course and at the upstream end of the other. The
covariance 1s therefore.

Cov{AQAQ) = — (Al)

2
where
pomnt

15 the vamance of the flow measured at the connecting
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The Different Characteristics of Aquifer Parameters
and Their Implications on Pumping-Test Analysis

by J. J. Jiao and C. Zheng’

Abstract ‘ .

The concepts of two-way coordinates and one-way coordinates are used to describe the different characteristics of two key
aquifer parameters, transmissivity and storativity, under constant-rate pumping conditions. A two-way coordinate is such that the
conditions at a given location are influenced by changes in conditions on either side of that location; a one-way coordinate is such
that the conditions at a given location are influenced by changes in conditions on only one side of that location. Results from
sensitivity analysis indicate that storativity has the characteristics of two-way coordinates, but transmissivity has the characteris-
tics of one-way coordinates, i.e., its information can be transferred mainly from upstream to downstream. An upstream
observation well can produce information on storativity both upstream and downstream, but it can produce little information on
transmissivity downstream.

These characteristics of the aquifer parameters have important implications on pumping-test designs and interpretation, For
example, to estimate the parameters of an anomalous zone in an aquifer, an observation well should be located downstream but
near the zone. It should not be placed upstream if the parameters downstream are to be estimated. An observation well which can
provide adequate information for estimating storativity may not provide adequate information for estimating transmissivity, and

vice versa. The aquifer area represented by estimated storativity may be different from that represented by estimated

transmissivity.

Introduction
The influence of heterogeneities on aquifer parameter esti-
1ation based on pumping tests has received much attention for
sears. A sensitivity analysis 1s used as an important approach to
understand the behavior of hydraulic parameters 1o an aquifer
with zones which have parameters significantly different from
those of the background aquifer {c.g., McElwee, 1982; Butler,
1988; Butler and McElwee, 1990, Jiao, 1995). The findings about
the features of these anamalous zones in'the context of pumping-
test analyses can be summarized as the following: (1) A parame-
ter can be best estimated from drawdown-time data when the
sensitivity of the parameter is not only large but also changing
significantly with time; (2) The influence of anomalous zones on
drawdown during a pumping test lasts only a hmited time;
(3) The influence of a zone less permeable than the background
aquifer material 1s much larger than that of a zone more perme-
able; and (4) 1 is easier to estimate transmissivily than storativity
because transmissivity sensitivity is usually much larger than
storativity sensitivity.

It has been demonstrated that the area represented by the
estimated parameters is much smaller than that covered by the
cone of depression (Jiao, 1993). Therefore, after parameters are
estimated, it may be of interest to know what portion of the
aquifer is pnmarily represented by the estimated parameters,
Before a pumping test, it may also be necessary to design the
location of an observation well in such a way that the informa-
tion on a particular portion of the aquifer can be best obtained.

This requires an understanding of the relationships among the

*Department of Geology, University of Alabama, P. O. Box
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characteristics of aquifer parameters, flow field, and the spatial
coordinates.

While most studics are concerned with the general features
of the properties of anomalous zones, Oliver (1993) seems to be
the first to concentrate specifically on the different characteristics
of transmissivity and storativity in response to pumping. He
concjuded, based on a particular case study, that the influence of
storativity is nearly radially symmetric 5o that the effect of a
low-storativity region is essentially the same in any -direction, but
the influence of transmmissivity on drawdown at observation wells
is nat spatially uniform within that area. This suggests that
storativity and transmissivity have different characteristics related
to spatial coordinates.

An attempt 1s made in this paper to examine the different
characteristics of transmissivity and storativity under constant-
rate pumping conditions using numerical simulations. Two con-
cepls, two-way coordinates and one-way coordinates, which
were first used in numerical heat transfer and fluid flow
(Patankar, 1980), are introduced to-understand the character-
istics of these two parameters. A two-way coordinate is such that
the conditions at a given location are influenced by changes in
conditions on either side of that location; a ane-way coordinate
is such that the conditions at a given location are influenced by
changes in conditions on only one side of that location. For.-
example, the flow field between two rivers provides an example
of two-way coordinates. The head at any given point in the flow
field 1s influenced by changing the head of either river. Another
example is solute transport. For dispersion-dominated prob-
lems, space coordinates are two-way coordinates. But a space
coordinate can very nearly become one-way under advection. [f
there is a strong unidirectional flow in the coordinate direction,
significant influence travels only from upstream to downstream.
Conditions at a point are then affected largely by the upsiream
conditions and very little by the downstrcam ones. Advectionisa



onc-way process, but dispersion has two-way influence.” For
advection-dispersion problems the properties of space coordi-
nates-have the dual properties of one-way and two-way coordi-
.nates. When the velocity is large,” advection dominates over
dispersion and thus makes the’space coordinaté nearly onc-way!
It becomes necessary 1o use special numerical methods such as
upstream-weighted methods and charactenistics methods to
account for one-way properties of spatial coordinates in advec-
tion-dominated problems (Jiao and Chen, 1987, Zheng and
fennett, 1995).

In this paper, the sensitivity features of drawdown to aqui-
fer parameters under constant-rate pumping conditions in one-
dimensional flow systems are first examined to investigate the
duferent characteristics of transmissivity and storativity. The
influence of the location of an anomalous zone on drawdown in

an observation well is further studied by analyzing the sensitivity -

features of aquifer parameters in radial one-dimenstonal flow
systems. Finally, the impact of the charactenistics of transmissiv-
ity and storativity on their estimation is demonstrated using a
hypothetical example.

Sensitivity Analysis

A sensitivity analysis is the study of a system’s response to
various disturbances. The response of the aquifer system may be
expressed in terms of drawdown or hydraulic head. Because
pumping-test analysis is of particular concern, drawdown, s, 1§
used. Mathematically, the sensivitity is the partial derivative of
drawdown with respect to a model parameter. For example, the
sensitivity of drawdown to transmissivity, T, can be defined as:

Us = ds "

TTer
A disadvantage of the sensitivity defined by equation (1} is that
the magnitude depends on the dimension and unit of the particu-

lar parameter. A normalized sensitivity can be defined as {e.g.,
McElwee, 1987);

ds

aT

ds
aT/T

Ut

(2)

The normalized sensutivity describes the influence of ratio
change in a parameter. Thus, normalized sensitivities can be
readily plotted together and compared. The storativity sensitiv-
ity Us or normalized storativity sensitivity U's can be defined in
the same way. In terms of parameter estination, the absolute
magnitude of a sensitivity, not its signed value, s of importance.
In the following discussion, when the word “sensitivity™ 15 used,
the absolute magnitude of sensitivity is implied.

There are three methods for determining sensitivity coeffi-
cients of aquifer parameters: (1) analytical expressions,
(2) numerical solution of a partial differential equation; and
(3) finite-difference approximations (Beck and Arnold, 1977)
For simple ground-water problems, there are analytical expres-
sions for parameter sensitivity. When analytical solutions are not
available, numerical solutions can be used to determine sensitiv-
ity. Sensitivity equations can be easily derived from flow equa-
tions and solved by conventional numerical approaches used for
flow modeling. For instance, sensitivity equations were solved by
Sykes et al. (1985) using the Galerkin finite-elernent method to
assess the uncertainty of prospective radioactive waste reposi-
tories. Jiao (1993) solved sensitivity equations modified from a

-

Upstream
location

Downstream
location

S } _
Flow direction  Observation well

Fig. 1. Schematic representation of an observation well, and the

upstream and downstream locations of an anomalous zone in one-

dimensional ﬂow field. (Background aqulfcr parameters T'=60m’/d,
§ =6 X 107; zone parameters T’ = 6 m’/d, §' = 6 X 10°*).

radial numerical flow model by Rushton and Chan (1976) to
understand the sensitivity features of pumping-test drawdown to
aquifer parameters. However, the easiest and most straight-
forward method is the finite-difference approximation. For
example, by running the flow model twice with two slightly
different values of a parameter, say T, the sensitivity is simply
given by:

S(T + A7) — s(T)
AT

Ur = As/AT = 3)
The approximation becomes increasingly accurate as AT
approaches zero. Jiao (1993) demonstrated that, for radial flow,
the sensitivities evaluated from the above approximation arc
virtually identical to those using a numerical solution to the,
corresponding partial differential sensitivity equations,

In this paper, for sensitivity analysis in simple o™,

dimensional flow, the finite~difference approximation is used.
For sensttivity analysis in radial one-dimensional flow, the sensi-
livity equation modified from a radial numerical flow mode]
(Jiao, 1993} is used. The details on how sensitivity equations are
derived from flow equations and then solved numerically can be
found elsewhere (e.g., McElwee, 1987; Jiao, 1993).

Characteristics of Aquifer Parameters
in One-Dimensional Flow

Consider a semi-infinite aquifer (Figure 1). The left bound-
ary is a fully penetrating ditch. The parameters of the aquifer are
T'=60m%d,$'=6X 107. After time t >0, water is pumped out
from the ditch at a constant rate q = 0,025 m¥d. A simple
finite-difference model with space increment Ax = 100 mis used
to simulate the drawdown in the aquifer. The right baundary is
chosen to be at 1000 km so that no drawdown is observed at the
boundary dunng the pumping peried of 100 days. An observa-
tion well is located at x = 900 m. Assume that there is an
anomalous zone of 200 m long which has parameter T= 6 m’/d,
S =6X 10" and is 300 m from the obscrvation well. The
different influence of this zone on drawdown at the observation
well when the zone is located downstream and upstream of the
well will be investigated.

Figure 2a shows how the normalized sensitivity of dimen-
sionless drawdown [(2(rr)"zT’s)/(q Ax)] to downstream zon
storativity (Sq) and upstream zone storativity (S,) changes with,
dimensionless pumping time [T"1/S'(4x)* ]. Although the down-
stream storativity is always more sensitive than the upstream
storativity, the difference becornes small as pumping continues.|

Figure 2b shows how the normalized sensitivily of dimen-
sionless drawdown to downstream zone transmissivity (Tq) and
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Table |
Data’'Scts U.scd for Calibration

Hydratlic head data

Hydraulic head duta, and stream thm al nvun station (1)
Hydraulic head daty, and stream flow ut main-station (1) and
two main tributaries (stations 6 and 401)

Hydraulic head data, and 18 stream flow gains
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Figure 6. Parameter estimates and their 95% confidence intervals (case
A-D).

ties. Calibration and residual analyses (Cooley and Naff 1990)
indicated that this covariance matrix gives reasonable weight to the
flow-gain data. To illustrate the mmportance of the stream flow
data, we calibrated the model to fit the four data sets (A-D} listed
in Table [.

Calibration Results

For the data in Table 1, the estimated parameters and their cal-
culated confidence intervals are shown in Figure 6 Residual analy-
ses {Cooley and Naff 1990) showed that there 1s no significant bias
in the calibrated models, and a hypothesis that the residuals are not-
mally (_:l:j[_nbutcd cannot be rejected.

Iﬁ case A we used only hydraulic head data to calibrate the 12
paramelers that we mminally identified from our geological and
hydrogeological models, i.c., the log,,-values of K,-K;, T,, KV, and
KST,. and the untransformed values of RCH, and RCHs,. At this
stage we had not recognized zone 8 (Figure 5) as a separate con-
luctivity zone for the lower aquifer, and 11 is therefore contained in
:one 2. Similarly, from our iniual geotogical information we did not

pect the upper pari of Ellerup back to have different stream bed
onductance from that of the other stream courses, so KST, was
ssumed to be effective for all streams.

All 12 parameters could be estimated by nonlinear regres-
won, whereas there were convergence problems with calculating
1ost of the confidence limits. To make these calculations con-
2rge we had to manually adjust two parameters (KST,, and RCH,
- T,, which are correlated) and let the aleorithm estimate the

other 10 parameter values. It rs theretore hikely that the calculated

- confidence intervals are too small. Despite all.efforts with manual’
- parameter.adjustment, we could not calculate the upper confi-~

dence limits for K and KST,.

In casé A all the estimates fall within expected ranges excepl
RCH,, which scems to be too small (26 mm/y). However, the con-
fidence mterval for RCH, is so wide that the parameter estimate can-
nat be postulated to be significantly different from that of RCH,.
The confidence interval for RCH, spans from 40 mm/y to 1432
mm/y, i.e., from a lower value corresponding to the ieakage rate
through till in a similar area (e.g., Christensen 1994) to an upper
value about twice as large as the annual precipitation, which js uore-
alistic. Nevertheless this case shows how well (or badly) the
recharge can be estimated from head data.alpne. Similarly, Figure 6
shows that the estimated conductivity of the confining layer is

very uncertain. T

The estimated log,o conductivities of the lower aquifer genemlly

show higher values for zones with Quatermary melt water dcposns‘:'
(K3, Ks, and Kg) and lower values for the zones with Tertiary

limnic deposits (K ;, K,. and K;). However, it was expected that the
conductivity of zone 2, which contains layers of clean quartz sand,
should be higher than the other zones with Tertiary limnic deposits.
Due to the large uncertainty in the estimated recharge and leakage,
the uncertainty of the estimated conductivities as well a.s of the trans-
nussivity in the upper aquifer and of the stream bed conductance
is considerable. .

In case B the measured stream flow at the downstream gaug-
ing station was added to the calibration record. As in case A, all 12
parameters could be estimated, but fewer of the confidence inter-
val czlculations had convergence problems. This was avoided by
manually adjusting one parameter, KST,, and calculating the oth-
ers with the algorithm (as in case A, the intervals caiculated partly
by manual iteration may be too small). For the calculation of the
upper confidence limit of KST; convergence could not be achieved.

The changes in the estimates from case A to case B (Figure 6)
are not significant if you take the confidence intervais from case A
into consideration, and the ordening of estimated conductivities and
of estimated recharge remains the same.

~ The parameter uncertainties arc reduced somewhat by also
using information about the efflux from the catchment to calibrate
the model. However, the uncentainties of estimated recharge and con-
fining layer conductivity (and other parameters) are still large.
This indicates that even though the calibrated model fits the over-
all flux within the catchment, the prediction of local fluxes is
uncenain,

In case C we increased the number of measured stream flow
gains from one to three in the calibration record. The stream flow
gains are:'Gjel baek with tributanes upstream of gauging station 6
(Figure 2b); Gjemn aa with tributaries upstream of station 401; and
Gjem aa with tributaries downstream of stations 6 and 40] (the gains
were calculated from the measured stream flows at stations 1, 6, and
400,

The calculations converged for the parameter estimation as well
as for the calculations of confidence limits. It did not change the esti-
mates significantly, whereas the uncenainty of several of the param-
eters was reduced. This is also the case for the confining layer con-
ductivity, KV, and for the estimated recharge rates, RCH; and
RCH,. The (two estimated recharge rates are each within the
expected ranges and they are significantly different: the rate to the
lower aquifer, RCH,. is 289 mmv/y; and the rate through till to the
upper aquifer. RCHa, is 99 mm/y (3 X 1179 m/e) whick in cns oo
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" nificantly different from the estimated conductivity of the confin-  back could be estimated. The total number of parameters estimated

ing dll layer (1.7 X 10~%nvs). The uncertainty of some of the esli- in case D thus increased to.14, i ¢.. the log,, values of K,-Kg, T KV,

mated hydrastic conduetivities is.also reduced significantly. KST,. and KST,, and -the unuansformed values of- RC nd
“Increasing the number. ofmeasured stream flow- gains thus i |mpmve-; «~~RGHZ. Analyses of residuals and dikelihoods showed that th.. _ara-*

the model's ability to calculate the local fluxes. - - - -« .-+ ~meterization produces a better fil to the data than the initial one. The

In case D the number of stream flow g gains used to calibrate the estimates and their ordering are not significantly different from the
model was increased to 18: i.e.. we used the measured gains  previous cases (Figure 6), but the width of most confidence intervals
between all the gauging stations (Figure 2b) except at station 411 is considerably reduced. However, the recharge to the lower aquifer,
where the baseflow <1 L/s. Imttially we estimated the same 12 RCH,, is still uncertain with a confidence interval ranging from 139
parameters as in the previous cases, All calculations of estimatesand ~ mm/y to 292 mm/y. We therefore believe that even though the
confidence limits converged. However, the estimated recharge to uncertaintes of the local fluxes are reduced as compared (o the pre-
the lower aquifer decreased by more than 100 mm/y compared to vious model calculations, they may still be significant.’
case C, and the calibrated model still had problems with reproducing
the measured flow in two minnr.tribumrics:-al gauging station 001 Prediction of Stream Flow Gains
the calculated flow was 5 L/s against a measured flow of 16 L/s; and .
at station 301 the calculated flow was 13 L/s against a measured
value of 8 L/s. Analyses of the results showed that during the
regression the recharge was forced down to an unexpected low level
to compensate for problems with matching the measured low flow
at station 301 (Ellerup baek). This low flow could be reproduced
only if the stream bed conductance upstream of station 301 was
lower than for the rest of the stream systemn. Finally, the relatively
high flow measured at stauon 001 could not be reproduced by the
initial zonation of iower aquifer conductivities.

Additional driliing to the 1.5 m depth in the bottom of Ellerup p
baek revealed that the stream bed consists of gravel deposits at the
gauging station (301). but 200 m upstream it is low-permeabie peat,
and 400 m upstream 1t 1s till. This indicated that the stream bed 1n
the upper part of this tributary is indeed low-permeable. Further, a
re-evaluation of our geological profiles between streamn gauging sta-
tions 1 and 2 indicated that the lower aquifer could be missing or
at least be very thin south of this part of Gjern aa. If this observa-
tion was implemented 1n the model, we expect it would increase the
seepage of ground water upstream of staton 001.

At this stage, we decided to modify the parameterization of the
model so that a separate hydraulic conductivity for zone 8 (Figure 5)
and a separate stream bed conductivity for the upper part of Ellerup

I
[
Each of the calibrated models (A-D) were used to predict the
19 stream flow gains between the gauging stations. The limits of the
confidence intervals for the predictions were calculated in thy
same way as for the parameter intervals, i.e., by using Equation ;
as the constraint. The limits of the corresponding prediction integ
vals were calculated similarly by using the constraint I

AR

—-p) S(B)— S(b) + €2 , ,
(n—p) S(B) s((f))) e“/v"sd;_u (¢

instead of Equation 2. In Equation 4, e, is the error of the measurw
flow, v, is the variance of e,, and, for individual imerva.s%
the previously mentioned statistic corrected for intrinsic nor- #,
The predicted flows and their 95% individual conﬁdé* -
prediction intervals are shown in Figure 7. As for the parameter inti
vals, in case A and B, and also in a few cases for case C and D, KS:
had to be manually adjusted to make the calculations of the inti
val limits converge. The corresponding intervals may therefore
too smail.
In case A, all the measured flows fall within the prediction i mg
vals of the predicted flows. The prediction intervals as well as.
confidence intervals are very wide, again a consequence of the by,

0.2 uncertainty related to the estimated recharge and confining layer ¢
2 i 1 ductivity. Even though several of the upper interval limits fall y
E . 'ﬁ side the range of Figure 7, they are finite and their calculauons q
£ 01 I
£ . verge and fulfill the above constraints. : 1
g‘ - L‘_ ks . L . P{ ! | * In case B, one measured flow gain (301) is outside the cg
0o b SURD G AU otb cuxes| o1 - ' sponding 95% prediction interval, However, it is expected,
s Jiee one out of 19 measurements will fall outside this interval. Figy
@ . : also shows that the use of the overall efflux to calibrate the m,

761 9 ' 8 602 '6G1° 7 ' 6 40 narrows the confidence intervals significantly, but several of {
are still very wide.
| In case C, two measurements (301 and 001) fall outside the
responding 95% prediction intervals, This is not unlikely as.the

ability that more than one of |9 measurements will fall outsiy
95% prediction interval is 24% (test in the binomial disuibu;
Figure 7 shows that adding the three stream flow gains to th:
ibration record narrows several of the confidence interval

In case D, with 14 estimated parameters, all measured g,
within the prediction intervals. The confidence intervals are na.r‘
301 ' 201 10t ' 2 001 1 than in the previous cases, bul in several cases the uncmaimy.‘
Gauging stauon ¢ signiﬁcam_ for the stream courses with high measured gains (( .

Figure 7. QObserved and predicted (case A-D) stream Now gains, In 5.3, and 1) the uncertainty of the PW 4

some cases the confidence limits can barely be distinguished from relative difference between the confidence mmalmmd—q
the prediction limits. dicted value) is in the range from £10% to +25%, whereas the’
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upstream zonc transmissivity {Tu) changes with dimensidnless
pumping time. The Ty sensiuvity increases to a4 maximum and
then gradually decreases with time, but T, sensitivily increases
with time during the whole pumping period. The T, sensitivity is
" generally much:larger- than Ty sensitivity except at' the very
-beginning of pumping when the aquifer near the upstream zone
is not yet disturbed.

Comparison of Figures 2a with 2b shows that the difference
between Sq and S. is generally much smaller than that between
T, and T,. As time increases, the former decreases significantly
and the latter increases. In terms of storativity, the influence of
the upstream and downstream zones on the drawdown in the
observation well is of the same order of magnitude, but, interms
of transmissivity, the influence of the upstream zone is much
more significant. This indicates that transmussivity has the char-
acteristics of one-way coordinates and storativity has the char-
acteristics of two-way coordinates, These characteristics become
more obvious as pumping continues.

The different magnitudes of the sensitivity values shown in
Figure 2 have important implication in parameler estimation, It
is much easter Lo estirnate transmissivity of the zone than stora-
tivity because transmissivity sensitivity 1s much larger than
storativity sensitivity; it is much easier to estimate the upstream
transmissivity of the zone than to estimate the downstream
transmissivity because T, is much larger than T,. When the
sensitivity of zone storativity approaches'a constant as shown in
Figure 2a, essentially no information can be gained about the
storage properties of the zone from the drawdown data. The
same is true for the transmuissivity of the downstrcam zone. More
detailed discussion about these general sensitivity {eatures of
anomalous zones can be found in Butler and McElwee (1990),
Butler and Liu (1993), and Jiao (1993).
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Fig. 2. Change of normalized sensitivities of dimensionless draw-
downs [(I(Tr)'n T’s)/(qAx}]to (a) storativity and {(b) transmissivity of
downstrenm and upstream zones with dimensioniess time
[T'1/S(ax) ],

=600 m¥d
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Zone 2

Fig. 3. Schematic representation of two-zone aquifer in a radially
symmetric system.

Characteristics of Aquifer Parameters in Radially
One-Dimensional Flow Field

Consider a radially symmetric aquifer of two zones. The
aquifer configuration, well locations, pumping rate, and
pararneters are shown in Figure 3. The aquifer is assumcd to be
confined and extended to infinity.

Figure 4 shows how the normalized sensitivities of dimen-
sionless drawdown [(d7T:s)/ Q] to S1and T\ change with dimen-
sionless time (T2t/S;1%), where | is the radius of inner zone, The
general sensitivity features shown in Figure 4 have been dis-
cussed in detail (Jiao, 1993). What is of interest here is the
different characteristics between transmissivity and storativity.

Figure 4a shows that the maximum storativity sensitivity for the ..

well at 17.8 mis about 179% of that at 4.2 m. However, Figure 4b
shows that the maximum transmissivity sensitivity at [7.8 m 1s
only about 3% of that at 4.2 m. This indicates lhat an upstream

Dimensionlesa S, sensitivity

100 4
-150 ¢
200
1% 4

-390

Dtmenslonlens T, sensitiviry

150 4

[} ' ] 100
Dimensionisss llme

Fig. 4. Change of normalized sensitivities of dimensionless draw-
downs [(47T:5)/Q] in inner and outer zones 1o (a} storativity, lnd
(b) (ransmlmvity of inner zone with dimensionless time (Tz t/S; ).
(T, = 600 m*/d, S, = 1 X 107, T: = 900 m'/d, §; =2 X 10 )



estimate downstrcam transmussivity. Storativity reflects” the
aquifler’s ability to release water, it has the characteristics of
two-way coordinates. k.depends on both the upstream and

. «downstream portions of the Jocatton where it 1s Ysampied™ and -

-can be -estimated by divwdowns -both- upstream and down-
stream. The estimate of S, from the drawdown in Zone.2 is

crroncous because, 1n the radial flow model, the sensitivity of

drawdown in Zone 2 to storativity 1s very small due to the
distance from 02 to Zone 1. However, the reason for the er-
roneously estimated T; by drawdown in Zone 2 seems deeply
rooted in the characteristics of the parameter. Transmissivity
reflects the aquifer’s ability to transmit water; it has the property
of one-way coordinates. Information on transmissivity can be
transferred mainly from upstream to downstrean. The informa-
tion on the transmussivity of the downstream portion of an
aquifer cannot be well reflected by the drawdown in the
upstream portion aquifer.

This example also shows that parameters estimated from an
observation well very near the pumping well can represent the

flow properties of bot}l_t_hc aquifer portion near the pumping
welland the portion in the. as_t-a—nc?:_ Parameters estimated from
an observation well at distance wdi, however, represent mainly
the flow property of the aquifer between the location of the
observation weil and the distant portion of the aquifer which is
influenced by the pumping. Similar conclusions were also

reached by Butler and Liu (1993).

Summary and Discussion

The different characteristics of transmissivity and storativ-
ity under constant-rate pumping conditions have been examined
and the influence of these characteristics on parameter estima-
tion investigated using a hypotheticat example. The resulis show
that _transmissivity has the charactenstics of one-way_coordi-
nates and storativity has the characteristics of two-way coordi-

Tnates. Information on transmissivity is transferred mainty from”

- upstream to downstream. More specific conclusions can be pre-

" sented as: (1) Sensivity behavior of storativity is significantly
influenced by local flow propertics, but that of transmissivity is
controlled mainly by the general flow properties of the flow field:
{2) Drawdown in an obscrvation well 1s more sensitive to the
storativity of adownstream zone than that of an upstream zone,
but the difference s not significant; (3) Drawdown in an observa-
tion well 1s more sensitive to the transnussivity of an upstream
zone than that of a downstream zone and the difference 1s very
significant. The sensitivity of drawdown to transmissivity of a
downstream zone 1s charactenized by a small positive value over a
himited time pernod.

The above conclusions have implications in pumping-test
design and parameter estimation 1n nonuniform aquifers. In
order to estimate the parameters of a zone and the background
aquifer, an observation well should be located downstream but

“nedr to the zone. It shouid not be placed upstream if the parame-
ters downstream arc 1o be cstimated. An upstream well can
produce information of storativity of both upstream and down-
stream, but it cannot produce much information about the
transmissivity downstream. Because of the different character-
istics between transmissivity and storativity of a nonuniform
aquifer, a well may provide adequate information for storativity
estimation, but may not provide adequate information for

transmissivity estimation. The aquifer arg sented by esti-
mated storativity may be different from that represented by

csumated transmissivity even when both are esumated from the

same d-a-lla Estimated storativity may reflect the fecatures of the
aquifer downstrcam more than that of the aquifer upstream.
the csumatcd transmissivity may.represent m ainly the features .
the aqutfcr upsiream. - -

In this paper, examples archmucd toconfined aquifers, but
the general conclusions may be true for unconfined aquifers with
thickness significantly larger than drawdown. The discussion on
the characteristics of aquifer parameters is based on constant-
rate purnping conditions in one-dimensional flow sysiems. The
characteristics of aquifer paramcters under more general condi-
tions, such as regional two-dimensional flow fields, may be
different and is a topic for further investigation,
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}Salt -Water: ‘Intrusion :in.the Costa:de . .
Hermosillo; Mexico: A Numerlcal Analysw

of Water Management Proposals

'by Robert W. Andrews®

P

ABSTRACT

As a result of anthropogenic discharges of ground
vater far exceeding natural recharge, the Costa de
llermosilio aquifer is being actively intruded by salt water,
Because this aquifer is utilized as the sole source of
migation water for one of Mexico's principal agricultural
districts, the application of any future management scheme
to control this intrusion must be closely evaluated prior to
mplementation. A hydrologic and water quality simulation
model is applied to the Costa de Hermosillo 2quifer 1o
“ssess the arcal and temporal variations in head, velocity,
ind concentration as a result of changes in the present
discharge distribution. The known hydrologic conditions
are reproduced as a means of calibrating the model, Only
qualitative statements on the future behavior of the aquifer

-at¢ possible due to the uncertainty of the magnitude of
"nrious aquifer parameters and initial conditions. The model
‘employed in this study is found to be 2 useful technique

‘for the analysis of the effects of the proposed pumping
sresses.

INTRODUCTION

f Salt-water intrusion into coastal aquifers has

.been the focus of a considerable research cffort.

.The interest in and study of this problem has been
necessitated by the increased demands placed on
subsurface-water supplies in large metropolitan areas
and irrigation projects which border many of the

_coastal regions around the world. If the water
resources within these coastal areas are to be

'adequately managed, it is necessary to be able to

! Dcpartmen: of Geology and Geophysics, University

i of Connecticut, Storrs, Connecticut 06268 (currcmly with
' INTERA Environmental Consuitants, Inc., 11979 Katy

! Freeway, Houston, Texas 77079).

_ Discussion open until May 1, 1982,

predict the salinity changes to be expected within -
the aquifer given any proposed discharge scheme.
Reviews of salt-water intrusion occurrences and
the effectiveness of current control efforts are
given by Newport (1975) and Kashef (1977).

Means of quantifying salt-water intrusion have
been undertaken by numerous researchers. Early
studies generally assumed that a discrete interface
separated the two immiscible fluids. Analytical
expressions of this interface, such as the Ghyben-
Herzberg relationship, were utilized to define the
position of this boundary. Bear (1979) summarizes
the existing analytical methods used to assess
steady state and transient sharp interface locations
within the vertical plane. Subsequent investigators,
however, have described the existence of a
dispersion zone in which the salt water mixes with
fresh water. A steady-state solution of the
concentration distribution in the vertical plane
incorporating the effects of dispersion is discussed
by Henry (1960).

Several numerical solution schemes have been
applied to the evaluation of salt transport in coastal
aquifers. The models generated for application to
salt-water intrusion may be classified according to
whether a sharp or dispersed interface is assumed,
an areal or vertical cross-sectional plane through
the aquifer is considered, transient or steady-state
equations are used to describe the fluid flow and
mass transport, and finite elements or finite
differences are employed in the spatial
discretizations.

Numerical approximations of dispersed
intrusion zones have most commonly been
conducted within the vertical plane. Using the
method of characteristics, Pinder and Cooper
(1970) solved for the transient position of the



. salt-water front, including the effects of dispersion. .. -

. Lee and Cheng (1974) employed the finite element
i method to cvaluatczhcstcady state chloride

.discharge areas have on the areal salt distribution
- which must.be considered.

- Therefore, a.need exists-for-a model which

;:.._dlsmbunon in.coastal’ aqucrs _Transtent- s:mulauons »rCan’ bcmnhzcd ta:selve the: areal::flow and “tzansport

-of the dispersion:zone;using theifinite.element

-method are-presented by Segol and Pinder (1976). .-+

A considerable amount of work has been
undertaken recently to evaluate the areal intrusion
of salt water. Without exception, the techniques
employed have assumed the dispersive effects to
be negligible. VandenBerg (1974) approximated the
position of the interface by displacing a set of
traveling points located on the interface. Several
investigators have determined the sharp interface
position within the areal plane by soiving the
vertically integrated areal flow equations in both
the fresh-water and salt-water regions, using the
constraint that the fluid pressures across the
interface are equal. This has been accomplished
using finite differences (Bonnet and Sauty, 1975;
Mercer et al., 1980) and finite elements (Pinder
and Page, 1977; Sa da Costa and Wilson, 1979).

The justification cach of the above
rescarchers employ for the assumption of a sharp
interface is that the transition zone between the
fresh water and salt water is narrow in comparison
to the extent of the ground-water system. Although
this assumption certainly eases the numerical
difficulties inherent in solving the mass transport
equation and is indeed appropriate for many field
occurrences of salt-water intrusion, it does not
hold in all cases. If the dispersion zone is extensive,
as it is in the case of the Biscayne aquifer of
southeastern Florida (Kohout, 1964), then it is
necessary to take into account the dispersion
process in the analysis of salt-water intrusion.

Numeraus codes have the capability of
solving the areal flow and transport equations,
incorporating the effects of dispersion, for '
evaluating salt-water intrusion (including, but nor
limited to, Segol et al,, 1975, INTERCOMP, 1976;
and Konikow and Bredehoeft, 1978). An examina-
tion of the literature to date reveals, however, that
none of these solution routines have been utilized
for the specific problem of assessing areal salt
transport in coastal aquifers subject to ground-water
pumpage. As discussed above, only flow and
transport in the vertical plane adjacent to coasts
have been simulated. This is unfortunate in light
of the fact that in most occurrences of salt-water
intrusion it is the areal extent of intrusion which
is of greatest interest to the planner charged with
protecting the ground-water resource. It is the areal
distribution of wells and the influence these

.o equations horderstorassess areal salt:intrusiéhinto

"coastal aquifers subject to ground-water withdrawals.
It is this type of model which is developed in the
present investigation and applied to simulate the
salt-water intrusion within the Costa de Hermasillo
aquifer in Sonora, Mexico. While perhaps not
suitable for 2all field areas and more prone to
numerical instabilities, it is felt that such a modd!
can be of use in the study of arcal intrusion when
the dispersion zone cannot be ignored.

RELEVANT EQUATIONS/SOLUTION ROUTINE
As the development of the appropriate partial
differenutial equations describing unconfined
ground-water flow and the transport of conscrvative
chemical species in porous media have been reported
thoroughly in the literature (see Bear, 1979; Konikow
and Grove, 1977; among others), their generation
will not be reiterated. The relevant equations for
arcal flow of ground water and mass transport arc

respectively

3h 3q4
+—=+W=0 I
Yat ox (

and

Te 3 (6C)
— [eDaﬁﬁ(h)—] a5 " 0 (h) ——=0

where

Sy specific yield, dimensionless;
h  hydraulic head, m;

qq specific discharge through the entire saturatcd
thickness of the aquifer, m%/s;

W rate of recharge or discharge, m/s;
©  porosity, dimensionless;

Dap macroscopic hydrodynamic dispersion
cocfficient, m?/s;

£ (h) saturated thickness of the aquifer, m;
C concentration of conservative ion, mg/l;
a,p indices describing spatial directions.

It should be noted that the above form of the muws
transport equation assumes the concentration of
the source/sink fluid is the same as the average
concentration of the fluid within the aquifer at the

I.‘
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- recharge/discharge point. If this were not the case
- "wasource term would berrequired in the

nulation™In the presentistudy:the specific ylcld
md »porosnty‘arcuassumcd “to:be equivalemt.

" The-decoupled form oftthe flow:and:transport
:quataons is utilized in this study. This is a conse-
quence of the fact that arameters are ayeraged
over the vertical dimension and the Dupuit
ipproximation is assumed to be applicable. This
llows the utilization of the hydraulic head form of
the flow equation rather than the fluid pressure
form. Density dependent flows due to concentra-
non gradients, which are important in many
simulations conducted in the vertical plane, are not
significant when considering areal transport.

The specific discharge vector is related to the
bydraulic head by the Dupuit approximation of
Darcy's law

- ah

= = - 4 —
Qo evé £ (h) Kagp (h) axg (3)
where vq is the seepage velocity (m/s), and Kag is
the hydraulic conductivity tensor (m/s).

Assuming the molecular diffusion is negligible,

< macroscopic dispersion tensor for isotropic
cous media may be represented
Dap = at Ividgp + (ap — aT) vavp/ I v {4)
where vl = (vo* + vg’)‘/’, the average seepage
velocity; Sag is the Kronecker delta; and
1|, and aT are the longitudinal and transverse dis-
persivities {m), respectively (Bear, 1979, p. 234).
The numerical method chosen to generate
ipproximating equations to the ground-water flow
and mass trapsport equations is that of the Galerkin
weighted-residual finite element technique. Because
detailed descriptions of this method and its
ipplication to the above equations are available in
numerous manuscripts (see Connor and Brebbia,
1976; Pinder and Gray, 1977; Grove, 1977), only
the final matrix equations are presented below. The
systems of equations to be solved are

(a1 {3} + (8] {n}= {F} (5)

ind
M) {3}« ) {c}= (R} ©)

wvhere the components in the coefficient matrices
e

ajj = [fSy NiN; dA : (52)

aN; aN;j
= {[Kapl (h) — — dA (5b)
. OXa OXp

il S ST WNRdR S N R s < (5) i

and _
mij = [1©2(h) NiN; dA (62)
N; aN; aN;
njj=ff [eDaﬂQ(h) — -+ ann ] dA (6b)
Xg ¥xp axg .
t; = fN;®Dqg 2(h) ;gas (6¢)

where N; and N;j are the coordinate or basis
functions. The surface integrals of equations

(5¢) and (6¢) result from application of Green's
theorem to the terms containing second order
derivatives. They correspond to specified fluid flow
and mass flux, respectively, across the aquifer
boundaries. These integrals need be evaluated only
if Neumann boundary conditions are specified.
After application of the boundary conditions and
incorporation of an implicit finite difference :
approximation for the temporal derivative, the
resultant linear systems of equations are solved by
a Gausslan elimination routine.

NUMERICAL INSTABILITIES

Numerical solutions of the convective-
dispersive equation commonly exhibit instabilities.
These instabilities are characrerized by either
oscillations in the concentration distribution as a
sharp front is approached or numerical dispersion
which tends to smear the concentration front. The
difficulties are intensified when convective transport
dominates over dispersive transport. Additionally,
when a discrete model is utilized to approximate
any transport system, the velocity distribution will
not be continuous. In finite clement discretizations
this results from the fact that velocities are
generated for each element separately, causing
interelement values at the same node to be
nonuniform.

Numerical mstablhtlcs were not foreign to thc
present investigation, particularly oscillations in the
vicinity of the front, and various techniques were
employed to minimize these difficultics. These
methods are summarized below. This discussion by
no means covers all possible means suggested to
reduce numerical errors, as a considerable volume

- of research has been conducted in-this field, but it

does stek to enumerate those utilized at one time
or another during the present study.



- ..« evaluares the integrals at the nodes themselves
. resulting.in the diagonal time. matrix. Such a
.. diagonalization procedure when applied to linear
"rwdcmcnmu casily incorporated.into: thc.compmcr
-."r"codc by:replacing: therconsistenttime matrix-with
-~a lumped matrix, where the coefficients of the
lumpcd matrix are evaluated by placing the sum
of the columns of the consistent matrix along the
diagonal and setting all off-diagonal terms to zcro,
Discussions of this method may be found in
Hinton et al. (1976) and Neuman and Narasimhan
(1977). In order to obtain stable results in the
simulation of salt transport in the Costa de
Hermosillo aquifer, the time matrix had to be
diagonalized. This technique cffectively
eliminated the undershoot problem (large negative

Several techniques have been suggested to -
.minimize discontinuous.velocities. Segol et al.
:-(1975) solved the flow-equation for the areal
w:.compongnts-of the velocity vectorsimultancously -
wiwith-the-head, —although at~thecxpcnsen£mcascd
'--.computatxonal storage requirements and costs.

Utilizing the equivalence between the d:scontmuous
velocities generated in flow problems and discon-
‘tinuous stresses common in clasticity problems,
local or global least squares smoothing routines
similar to those used by Hinton and Campbell
(1974) or Hinton ez al. (1975) also may be employed
to reduce these errors. Although these methods
were applied to the present simulation, they did
not reduce the numerical oscillations present in
the solution.

Varied efforts have been proposed to reduce
the effects of numerical oscillations and dispersion .
generated in stmulating the transport equation. It

concentrations adjacent to the coast) which exisied
when the consistent time matrix was employed.
Although application of lumped time matrices

to the finite element solution of the transport
equation have been successfully performed by
Gureghian et al. (1980) and Yeh and Ward (1981),
some controversy exists surrounding the utilization
of this method. Several authors have suggested
(Gresho et al., 1978; Huyakorn and Nilkuha, 1979)
that lumping the mass matrix actually degrades
the accuracy of the numerical method by gencrating
excessive numerical dispersion. In order to ascertain
whether the concerns expressed by the above
researchers would be detrimental in the current
simulation, several one-dimensional transport
simulations were conducted. Using similar Courant
(v 6t/8x) and Peclet numbers (v §x/D) as employed
in the ficld problem (approximately 0.03 and 20,
respectively), it was found that the only way to
successfully eliminate the large oscillations down-
gradient from the intruding front was to lump the
tume matrix (Andrews, 1979). Although a slight
increase in numerical dispersion was observed when
using the lumped time marrix, this increase was
determined to be acceptable given the goal to
eliminate the oscillations.

In summary, a considerable amount of
controversy exists as to the effectiveness of
upwind weighting functions and/or diagonalization
of the time matrix as means to reduce numerical
instabilities inherent in solving convective dominant
mass transport using the finite element method. ht
appears that both methods introduce some
numerical dispersion into the solution while
decreasing the oscillations. The evidence for or
against each method is not compelling enough
at this point to warrant complete acceptance or
rejection of either solution scheme. More work

is apparent that any reduction in mesh size (whether
spatial or temporal) should improve the solution,
although the increased costs of such alterations
often prohibit as fine a discrerization as is necessary
(or desirable) for the problem at hand. Several
methods are based on improved approximations of
the temporal derivative such as using an arbitrary
time increment or higher order finite difference
approximations. Once again, these did not dampen
the oscillations observed in the present study.

A technique which effectively reduces the
oscillations generated when simulating convective
dominant transport is to employ upwind weighting
functions in the weighted residual formulation
(Heinrich et al.,, 1977). This technique has its roots
in the backward (upwind or upstream) difference
approximations of the convective terms utilized in

finite diffzrence approximations (Spalding, 1972).
Recent extensions of the original steady-state
upwind weighting scheme to trarsient probiems
have been discussed by Huyakorn and Nilkuha
(1979), Gureghian et al. (1980), and Yeh and Ward
(1981). Although this method appears to offer
some advantages over conventional Galerkin
weighting functions for convective dominant
transport simulations, it was found to be ineffective
in eliminating the oscillations which were prevalent
in the current application.

In an attempt to eliminate numerical oscilla-
tions contributed by the temporal derivative, several
investigators have suggested the diagonalization of
the time matrix in the finite element approximation
{[M] in equation 6). Instead of integrating the
consistent time matrix by Gaussian quadrature
yielding a symmetric banded matrix, this approach -
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Fig. 1. Location and physiography of the Costa de Hermosillo, Sonora. Elevations in meters above mean sea level. Contour

interval is 50 meters.

is needed to delineate when the application of each
_ method is the most bencficial. It is not the purpose
of this paper to offer a definitive comparison
between the two methods. Suffice it to say that
both were employed in the present study, and
sithough diagonalization of the time matrix was
isary to climinate the large oscillazions in the
ride distribution observed in the present problem
{manifesting itself with large negative concentrations
adjacent to the coast), both should be mvcstlgated
for subscqucm applications.

FIELD AREA

The arca chosen for this study on the use of
numerical modeling to analyze various management
proposals applied to a coastal aquifer is the Costa
de Hermosillo irrigation district (Figure 1). The
district lies adjacent to the Gulf of California in the
State of Sonora, Mexico. The entire district
comprises an area of approximately 7500 square
kilomezers of which about 1200 square kilometers
are presently being cultivated.

The geology of the Hermosillo area consists of



... Late Mesozoic fine-grained clastics-and interbedded . * -
- volcanics cut by Early Tertiary granitic to grano-
.+ dioritic-intrusives and- overlain-by rhyolite flows,
s+, pyroclastics; and;ignimbrites. This.basement .
-:complex.is.blankezed.by:a thick sequence of .
-.interbedded silts; sands; and gravels ranging in-age”
- from Miocene to Recent which were generally
deposited as coalescing alluvial fans along numerous -
northwest-southeast-trending normal faults, It is
this deposit of granular material which constitutes
the unconfined Hermosillo aquifer. Underlying the
coarser material, at depths ranging from 150 to
300 m, is a thick marine clay (Jimenez, 1965)
which is assumed to behave as an aquiclude.

Considering the paucity of rainfall (averaging
20 cm per year), and the lack of adequarte surface-
water supplies in the Costa de Hermosillo, it has
been necessary to rely exclusively on the availability
of ground water for the extensive irrigation needs

of the district. The total discharge from the aquifer
increased steadily following the emplacement of the
first wells in 1945, and for the past 25 years has L
varied between 760 X 10°% and 1140 X 10°% m’/yr fig. 2. Obsarved 1354 potentiometric surface. Elevations
from about 484 production wells. in meters above mean sea level.

Annual recharge to the Hermosillo aquifer is
estimated to range from 250 X 10° to 350 X 10° m?
(Matlock et al., 1966). This recharge is divided
about evenly between precipitation, irrigation return
flows, and underflows from the Rios Sonora and
Bacavachi. This is based on the assumption that
approximately 10% of the applied water from
irrigation and rainfall recharges the aquifer, the
rest being lost to evaporation and transpiration.
Recharge is incorporated in the present model by
applying the annual contribution due to areal
precipitation and irrigation return flows to
appropriate interior nodes while specifying a
constant recharge at boundary nodes adjacent to
the Rios Sonora and Bacavachi.

The excess withdrawals over recharge have
created overdrafts from the Hermosillo aquifer
ranging from 450 X 10° to $00 X 10°* m*/yr since
1954. As a result, water-table declines of up to
40 m were generated in interior regions of the
district by 1973 (Cummings, 1974). Observed
piczometric surfaces during the carly phases of
ground-water development (1954) and after 16 years
of intense discharge (1970) are illustrated in
Figures 2 and 3, respectively. )

By lowering the piezometric surface below

~sea level, the natural hydraulic gradient @wards
the coast has been reversed in the Hermosilloarea. \ |,
- This reversal has cnhanced the Tandward migration Fig. 3. Observed 1970 potentiometric surface. Elevations
of salt, as is seen in the temporal variation of the in meters sbove mean sea level.

—




Fig. 4. Total dissolved solids for the years 1970 through
1973. Areas with greater than 525 mg/| total dissolved
wlids are depicted.

1 .assolved solids from 1970 to 1973 (Figure 4).
It is generally believed that the two major intrusion
zones within the aquifer represent buried alluvial
channels which act as conduits for the intruding
alt water (Domenico et al., 1974). Although no
wells exist within 10 kilometers of the coast,

total dissolved solids concentrations in excess of
1200 mg/l and chloride concentrations greater

than 400 mg/l have been observed in several wells
within the major intrusion zones. These wells fully
pepetrate the aquifer and are well mixed, thus
giving an average concentration at the point of
extraction. The background chloride concentration
in this area is about 20 mg/l.

Prior to applying the numerical procedure
discussed above to the Costa de Hermosillo aquifer
it is necessary to first define the relevant aquifer
properties as well as the initial and boundary
conditions. Based on a number of studies conducted
by the Secretaria de Recursos Hidraulicos (SRH)
and others, a considerable amount is known about
the nature and extent of the Hermosillo aquifer.
Tk~ "-itial saturated thickness of the aquifer
H s approximately 150 m. Based on aquifer
tests performed by the SRH, the transmissivity
was found to vary between 0.05 and 0.12 m¥/s
(Crulckshank and Chavez-Guillen, 1969). In the

‘present study the initial (pre-pumping) trans-
- missivity. was assumed to be 0:1 m?/s within.the.

" -interior.regions. The areas encompassed by the
' "*buricd.alluvial valleyswere-assigned transmissivities * - -

of.0:12un?/s;while-zwalueof0:06:m?/s-was:applied

~ to'the'finer-grained sediments in the coastal zones.

‘The-aquifer was assumed to be isotropic. Specific
yield values ranging from 0.08 (Cruickshank and -
Chavez-Guillen, 1969) to 0.1 (Matlock et al.,
1966) to 0.15 (Domenico et al., 1974) have been
proposed for the Hermosillo aquifer. In the present
study the specific yield and porosity were assumed
to be equivalent and equal to 0.15, except in the
major intrusion zones where they were reduced to
0.06 in order to successfully recapirulate the
observed chloride distributions. Longitudinal and
ansverse dispersivities of 100 meters and 30 meters
respectively were utilized in the transport simulation.
Varying the dispersivity did not affect the simulated
results to any significant degree (Andrews, 1979).
All boundaries of the Costa de Hermosillo
aquifer were treated as either constant potential
(Dirichlet} or constant flux (Neumann) rypc
boundaries. The coastal boundary nodes in'the
simulation of the head distribution were assigned
a constant head of 0.0 m, while all other boundary
nades were treated as Neumann type (3h/an = 0).
Although the latter no-flow boundary may not be
strictly correct, except to the south where the study -
area is bounded by intrusive rock units, it was
felt to be adequate as these boundaries are well
removed from the central discharge region, and
hence do not affect the solution in this region. For
the solution of the mass transport equation a
constant chloride concentration of 19,000 mg/l,
the chloride concentration of sea water, was
assumed to be applicable along the coast. All other
boundaries are represented by Neumann no-flow
conditions (3C/3n = 0) which are approprniate as long
as the flow is parallel to the boundary or the
boundary is far enough removed from the area
encompassed by the intruding salt.
Although recorded water-table elevations
were available from data compiled by SRH
. (Figure 2), the lack of data available within
approximately 10 km of the coast and the
temporal lag prior to the collection of concen-
tration data (which commenced in 1964)
precluded the existence of information regarding
the initial areal extent of salt in the Costa de
Hermosillo aquifer. Several methods were
considered in the current study for the determina-
tion of the initial chloride distribution. One
possibility was to model the steady-state chloride

™
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“distribution in the vertical plane (sec Segol and
Pinder, 1976) and to subsequently average the
concentration over the depth. Stable results were
not attainable using this method due to the large
aspect ratio required for the simulations in the
vertical plane and the extremely Jow hydraulic
gradients within the Hermosillo aquifer. Another
possible means of calculating the steady-state
areal or vertical concentration distribution is to
assume hydrostatic conditions and employ the
Ghyben-Herzberg relationship. Assuming no
diffusion zone and a salt-water density of 1.025
gm/cm’, the use of the Ghyben-Herzberg
formula would place the pre-pumping interface
further inland than the observed data warrant. A
third method is to evaluate the depth to the
stationary interface as a parabolic function of
distance inland from the coast (Glover, 1959;
Bear, 1979, pp. 393-396). This means of deter-
mining the steady-state concentration distribution
is appealing because it resembles several observed
steady interfaces as well as some numerical
approximations to interfacc problems (c.g., Sa da
Costa and Wilson, 1979, p. 159). This latter
method was employed in the present study by
first defining the position of the steady-state sharp
interface and then averaging the chloride
concentration over the depth by determining the

¢ relative percent of the saturated aquifer containing

-| ..+ salt and.fresh water. Although this technique may

-+, runot-yield.the exact initial chloride.distribution’in

et . P YR

s+~ 2.2 The finite element discretizations applied to
the Costa de Hermosillo aquifer are shown in

. Figures 5 and 6 for the head and concentration
simulations, respectfully. A much finer mesh is

- utilized in the concentration simulations in order

to reduce the numerical instabilities generated in
solving the convective-dispersive equation. Heads
generated in the flow simulations are extrapolared
to the finer concentration mesh prior to the
solution of the nodal specific discharge vectors. It
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Fig. 6. Finite slement meshes used in concentration
simulations.



* modification would not have allowed a successful
-:rccapitulation of the concentration distribution.
" -Recapitulation of the known concentration
“"dlstnbuuon posed.several problems.. The dack:of -
2 rany.recorded-inital® -concmtranon.dxsmbutwn. .

of the coast, and the temporal variability in the
chloride concentrations observed at many of the
wells all contributed to the uncertainty involved
in the recapitulation of the chloride distribution.
In spite of these limitations, it was possible to
generate a chloride distribution which closely
approximated the 1970 observed distribution
(Figure 8). In so doing, a low porosity and specific
yield (averaging 0.06) had to be incorporated in
the major intrusion zones. The high chloride
concentrations observed in the northern fringe of

- the study area were not reproducible in any of the
concentration recapitulations. Examining the head
distribution in this area it is apparent that the
hydraulic gradients and hence convective fluxes
are small in comparison with the rest of the region.

Fig. 7. Observed (dashed} and simulated {solid} 1970 The poor quality water in this area appears to be
potentiometric surface, Elevations in meters above mean not the result of salt-water intrusion, but instead is

sea level,

probably due to high chloride indigenous ground
’ waters which may be the result of a buried Plio-
Pleistocene playa deposit. .

should be noted that the concentration mesh
refinement does not generate a more exact
velocity distribution, but decreases the errors
-ssociated with trying to fit a relatively sharp
interface through widely-spaced nodal points. The
use of two scparate meshes in the concentration
“simulations was for purposes of convenience. A
total of 167 nodes arc used in the head simulations,
while 358 nodes are utilized in the northern
toncentration mesh and 326 nodes are employed in
the southern concentration mesh.
- Recapitulation of the observed head and
concentration distributions over a period of known
gound-water discharges is a prerequisite to any
model which is to be used for the evaluation of
‘future discharge schemes. Starting with the known
.initial piezometric surface (Figure 2) and the
pumping rates from 1954 to 1970, the model
“discussed above is seen to generate a head
Jdistribution which closely approximates the
‘observed 1970 piezometric surface (Figure 7). At
““n node is there a greater than 5 m difference
tween the simulated and observed heads. Although l
.the simulated match on the western fringe of the Fig. B. Observed (dashed) and simulated (solid) 1970
trcntral discharge region could have been improved chioride distributions. Contours represent the 100 mg/l
‘by increasing the specific yield in this area, this isochlor.

*‘"thc paucity of data“aviilable within-about10 km e



..EVALUATION OF MANAGEMENT PROPOSALS -
, - Several options.-for controlling the rate and
3 ;::cxrcnt of intruding salt water into coastal aquifers . .

- wells with 2 total withdrawal of 162 X 10* m*/yr
. (which represents 18% of the basinwide totals)
-, were.removed from the area adjacent to the coast

‘have: becn proposcd (Ncwport -1975) Amongthe... ... «and.installed-in-zonesun:the northern-and easeern .~ -

i “dltérnatives:which- have-been: suggested as being. .

--.';'potcnnally apphcablc to.the Costa-de Hermosillo .- -~ -

lmganon district are s

* 1. Relocating the wells by either moving the
wells inland or dispersing the wells to eliminate
areas of concentrated discharge, and

2, Reducing the amount of water pumped from
the aquifer by improving the irrigation efficiency
{Domenico et al.,, 1974).

These proposals certainly do not exhaust the possible
discharge schemes which may be applied to the
Hermosillo aquifer, some of which have been investi-
gated by the author (Andrews, 1979). They are
meant to be illustrative of results obtainable
utilizing the developed areal model to assess the
impact of various management stresses. The
discussion which follows will focus on the effects
these proposed management schemes would produce
on the head and chloride distributions were they

to be applied to the Costa de Hermosillo irrigation
district. In these simulations it is assumed that the
recapirulated head and concentration distributions
previously generated provide suitable initial condi-
tions. Each simulation is conducted over a

34-year ume span using a one-half year time step.

It must be stressed that the results contained
herein should not be interpreted as absolute
estimates of future head and chloride distributions.
The uncertainties discussed require not only a
degree of subjectivity on the part of the modeler,
but more importantly the realization that only
qualitative statements on the future behavior of

e aquifer system are possible. Thus it isimpossible
to predict with any degree of certainty what the
chloride concentration will be at a given point in
space and time. What can be garnered from the
simulations are the gencral trends in the head
and chloride distributions and the relative impacts
to be expected given various applied stresses.

ne means suggested of reducing the lateral
intrusion of salt water caused by excessive pumping
is to simply move the wells further inland. The
essential aim is not only to relocate those wells
which are being threatened by the intruding salt
water, but also to reduce the inward convective
transport of salt so that more interior wells may
be preserved. In applying this management scheme
to the Costa de Hermosillo irrigation district, 92

. wscctox:sof the districtiThesheaddistribution -

sebtained after:34 years of simulation.using this
management policy appears in Figure 9. As
expected, the maximum drawdown region has
shifted about 10 km inland as a result of the
discharge relocation. In addition, there is a sharp
increase in the hydraulic gradients in the region
between the maximum drawdown region and the
coastal region from which the pumpage was
eliminated. Although not depicted on the Figure,
at carly times subsequent to the application of this
pumping policy, the rate of head decline in the
coastal region (up to 15 km away from the coust)
was sharply reduced due to the cessation of
ground-water withdrawal from this area. The
simulated chloride distribution under this manayc-
ment policy is depicted in Figure 10. It is clear
that a sizable portion of the pumping capacity of
the aquifer would be affected by the intruding
salt if this discharge policy were employed.

With the realization that it is the volumc of

1z

29°

Fig. 9. Simulated potentiometric surface after 34 years

* using the management proposal to relocate the coastal

discharge. Elevations in meters sbove mean sea level.
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F sl water, an:apparent.means:of:controlling the-. ..:sv.management.planhassignificantly-reduced the . - a

-. water discharged from 2 coastal aquifer and the .. ...

" of 42%: The simulated head distribution after 34

‘ltant head decline and-hydraulicgradient ' - .. ~ .- years'using this-management proposal is depicted
saliwhich.eventudlly:lead.-to.the-intrusion of*. ....: win Figure :11% The decreased discharge inthis - .

v mflux-of salt water'is to'simply reduce the amount -+ -~ ::drawdowns in :thc'cc'ntral'portibﬁ'of‘thc'district

of water pumped from the aquifer. Busch et al.
(1966) have estimated that a potential reduction
in total discharge of 20% is possible in the
Hermosillo aquifer by improving the present
wrigation efficiency. Experiments conducted in
northern Mexico indicate that water requirements
an be decreased by about 15% while at the same
ime increasing yields approximately 25% when
imigation improvements are employed (Domenico
etal, 1974). 1t is thus possible to significantly
reduce the water needs in the Hermosillo area
while still obtaining benefits that compare
favorably with those currently earned in the
district. )

The discharge distribution used in the proposal
to minimize water withdrawals assumes a 20%
discharge reduction at all wells for the first five
years, 27% for the second five years, and 33% for
the third five years, after which 64 coastal wells
are removed yielding a total discharge reduction

Fiy. 10. Simulated chloride distributions after 34 years
using the management proposals to relocate the coastal
discharge {solid) and minimize water withdrawals (dashed).
Contours represent the 300 mg/l and 3000 mg/l isochlors.

compared to those generated in the well relocation
scheme. Although the cessation of pumpage from
the coastal wells has increased the hydraulic
gradicnts between the coastal and maximum
drawdown regions, the effect is not as noticeable
as in the previous management scheme. This is due
to the smaller number of wells involved and the
temporal delay before the wells are removed from
production.

The simulated chloride distribution after 34
years using the discharge minimization policy is

- shown in Figure 10 for comparison to the well

relocation management scheme. The extent of
intrusion in the minimized pumpage scheme is
generally less than when the previous pumping
policy is used. This is a result of the reduced
drawdowns and hence reduced gradients when the
total discharge is minimized.

The fact that the'coastal welis continue
to pump for the first 15 years of the discharge

e
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Fig. 11, Simulated potentiometric surface after 34 years
using the management proposal to minimize water
withdrawals. Elevations in meters above mean sea |evel,



minimization plan, albeit at decreased rates, does
.~not allow as great a reduction in hydraulic . - _-of the aquifer makes it.virtually impossible to
«z-gradients in thercoastal region.as was realized.in. . .. | obtain the desired spatial frcqucncy of data and
4 ,thc well relocation:scheme:-Hence for early:times, ... ..also required:a nodal: spacing of several-kilometen,
=»when the: -intruding saltwarer is confincd within, _, i -mducmg umam‘amwnt@[mmcncalnnstabnhry K

tion and simulation process. The vast arcal extent

+-this. coastal zone, the.relocation scheme prov:dcs
reduced rates of transport. This is compounded

by the lower hydraulic conductivities in the zone
between the buried alluvial channels. This
reduction is manifested in Figure 10 by the inland
extent of the 3000 mg/l isochlor. Once the salt
water enters the enhanced hydraulic gradient region
between the coastal area and the central pumping
region, however, the transport inland is increased.

CONCLUSIONS

Successful water management in an arca
irrigated with ground water, such as the Hermosillo
irrigation district, is greatly enhanced by the
ability to predict and evaluate the impact of any
proposed modifications in irrigation practices or
withdrawal distributions on both the quantity
and quality of the ground water. Hence, an accurate
hydrologic and water quality simulation model is

a desirable management tool for predicting responses

and affording a rational basis for the development
and use of the ground-water resource. Various
management schemes proposed for the Hermosillo
irrigation district have been investigated to ascertain
the effect each would impose on the transient

arcal distributions of head and chloride concentration

- within the aquifer.

In comparing the results gencrated by applying
the various discharge distributions to the Costa de
Hermosillo aquifer, several significant features are
observed. For the hydrogcologic conditions of the
Costa de Hermosillo, the salt intrusion is essentially
irreversible. It is impossible to reverse the inland
transport of salt due to the magnitude of the
drawdowns and hydraulic gradients within the
interior regions of the district by the time any
management plan is initiated. In addition, once
the salt water is inland its movement is independent
of what happens along the coast. The management
schemes that attempt to restore coastal hydraulic
heads, and in so doing reduce the hydraulic
gradients and transport of salt inland, are of little
benefit in reducing the long-term intrusion.

It is worthwhile to stress the preliminary and
qualitative nature of the results simulated using
the various management alternatives proposed for
the Costa de Hermosillo irrigation district. These
limitations are necessary because of the uncertainry
and variability inherent in the parameter identifica-

. -in the'finite:element 'simulation. ‘Although only

qualitative statements of the relative impact each
management scheme would impose on the aquifer
system are possible, it is felt that the simulation
technique employed in this study provides a rational
basis for analyzing the effect future proposals would
have on the areal and temporal distribution of salt
within the aquifer. Although areal sharp interface
intrusion models would eliminate the numerical
oscillation and dispersion problems, because only
th_j]_om_qm_ar_c_s&vcd . they would not be.
appropriate in the present case due to the extensive
dispersion zone. -
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Abstract. in this two-part series a stochastic estimation procedure applicable to the
analytic streamflow model derived in the companion is introduced. The parameter
estimation problem is posed in the framework of maximum likelihood theory, where
prior information about the model parameters and a suitable weighting scheme for the
error terms in the estimation criterion are included. Various optimization methods are
combined for parameter estimation. The issues of model and parameter identifiability,
uniquencss, and stability are addressed, and strategics to mitigate identifiability
probiems in our modeling are discussed. The seasonal streamflow model is applied to a
mountainous watershed in southern Arizona, and maximum likelihood estimates of
mountain front recharge and other model and statistical parameters are obtained. The
analysis of estimation errors is performed in both the eigenspace and the original space

of the parameters.

Introduction

The analytical model of the seasonal streamflow devel-
oped in paper 1 [Chavez er al., this issue} is conceptual and
contains unknown parameters that need to be identified for a
particular watershed. A parameter identification process
(model calibration) is required to adjust the model parame-
ters to satisfy some criterion (criteria) of minimization of the
output errors. In general, some paramceters may be directly
identifiable from field measurements (c.g., watershed arca),
wherceas others are estimated according to critena of good-
ness of fit (c.g., effective initial abstraction). :

In this paper we pose the parameter estimation problem in
the framework of maximum likelihood theory as presented
by Sorooshian and Dracup [1980). Wec exiend Sorooshian
and Dracup’s formulation by including prior information
about the model parameters following the approach adopted
by Carrera and Neuman [1986] in conncclion with the
groundwaler hydrology inverse problem. An “‘automatic™
paramcler estimation procedure is then employed to obtain
the optimal parameter estimates of our scasonal streamflow
model, in particutar, long-term effecuve subsurfuce outfllow
from the watershed.

Maximum Likelihood Framework

Consider a sequence of n1 years where seasonal streamflow
at the watershed outlet in year & is modeled by (25) wn paper
1 {Chavez et ai., this issue) if applied in an enurely lumped
manner or by a particular combination of cquations of this
form tf the watershed were divided into m subarcas. Incor-

Copyright 1994 by the Amcencan Geophysical Union.
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porating the effect of errors, the seasonal! streamflow is
expressed as

Qi =P vis B) + &,

where f( ) represents the deterministic reclationship be-
tween the input given by P, and v, which are the m-dimen-
stonal vectors of seasonal rainfall and number of rainstorms
in the scason, respectively, and the scasonal streamflow
response, which is mcasured by @}%. The stochastic error
term g; is composed by the additive effect of streamflow
mecasurement errors and crrors resulting from imperfections
associated with the model equation, as well as uncertaintics
in the measured inpuis and the physical parameters 8.

Assuming that the joint probability distribution of the
crrors is normal with zero mean and covariance matrix {2,
the log likelihood function takes the form

k=1, ,n )

§=5(0, 0y =-3nl (2«)—§|n €2 !

—-;le-Qv'nge-Q @

where |(bo| and §25' arc the determinant and the inverse of
the covanance matrix QQ, respectively; and Q* and Q are
the measured and the “‘true’ streamflow valucs for a given
parameter vector @, respectively. Minimization of the above
log likelihood function with respect to the unknown param-
eters provides the model parameter values that maximize the
probability of observing Q*. .

If the errors are assumed 1o be heteroscedastic and
uncorrclated, the maximum likelihood function (2) reduces
to the foliowing weighted least squares criterion:

min OF = 3, wi(Q, — W 3
{8} k= B
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». where w, =-g; ?-are the wéights equal to the inverse values -

streamflow- measurements Q‘ -at ‘the watershed outlet. In

..of the variances of the.error.. This assumption is reasonable;:.theory, a.parameter -estimation: problem-is. well poscd:if a

w-due to.the Jarge time inierval .between:measurement values-:.cunique dndsstable:solution:exists.' In this.work; however,.we "

wuand -due- to.-thextypical -high-«variability sinzannual :runoff ~~also=strivedorsconceptuatipealistic-parameter. estimates.

= (especially characteristic of arid and semiarid-regions).’

+  The computation of the proper values of the weights has -

been a major problem in the calibration of rainfall-runoff
models. The computation of the vanance of the error from
data is rarely possible, because no repeat of measurements is
usvally available at each level &. Sorooshian and Dracup
[1980] proposed an altemnative method based on stabilization
of the variance through the use of the Box-Cox [Box and
Cox, 1964} power transformation which relates the vanance
of cach crror 1o its associated output value. This leads to the
following expression for the log likelihood objective func-
tion, which is optimized with respect to ©, A, and o}

n n
S=nln (2#06) - 2 In w, + 0’62 z wil{Qy ~ Q‘k)z
k=1 k=]

(4)
where w, is the weight at year k that is computed by

we= it (5)
in ‘which £, is the expectation of (7,, and A is the unknown
transformation parameter which stabilizes the variance to
aé.. The value of A 1s sought directly through satisfying the
nccessary condition for optumality when © is assumed
known. That is,

a5

a_A =
yiclding

n n
2 Q-0 X wihnQi(Q- QU =0 (8
k=1 k=1

In this work, f; = ('} was used in the computation of the
weights (in the original work the authors used the computed
Aows). Fulton [1982} showed that this resulls in a more
stable estimation scheme. Furthermore, this form leads 1o
more tractabic cxpressions for the first and sccond deriva-
tives of the objecuve function with respect 10 the model
parameters. :

For the casc of homoscedastic errors (independent of ime
and magnitude of the associated flows), the oplimization
procedure will automatcally select the valuc of A = 1.0. This
results 1n w, = | for all 4. and the objective function is
equivalent 1o the simple least squares cnitenion. If, however,
the vanance of the error 1s proportional to a power function
of the magnitude of the flows, then the procedure will select
a value of A # 1.0. For thc case where larger flows are
associated with larger vanances of the error, as illustrated by
Sorooshian and Dracup [1980], the maximum likelihood
(ML) estimate of A will be less than unity, indicating that
lower flows {which have smaller error variances) arc
weighted more heavily in the objective function,

Incorporation of Prior Information
About the Parameters

In our parameter idenufication problem, improved esti-
mates O of the model parameters O arc sought by relying on

- Let us designate the “‘true’’ values of the modél parame-
tlers by © and their prior estimates (or *‘mcasured’™” values}
by ©*. Discrepancies between measured and true quantities,
Q* — Q and ©* — 6, will be referred to as *“‘measurement
errors.”” On the other hand, discrepancies between mea-
sured and computed guantities, Q* — Q and ©* - 6, are
called ‘‘residuals.”” Although, in theory, ML estimation is
posed in terms of *‘prior errors’’ which are usually taken 1o
be the measurement errors, in practice, estimation is per-
formed by optimizing an objective function in terms of the
residuals. The latter are a combination of measurement
errors and errors arising from an inexact model structure.
Consequently, the prior statistics entering into the objective
function or estimation criterion should reflect both types of
erTors.

Discrepancies between measured and computed stream-
flow values are due to many factors, which include instru-
mental, methodological, personal, computational, and sam-
pling [Boyer, 1964]), noi to mention imperfect model
structure. Thus on the basis of the central limit thcorem the
combined error of these contributing factors may be as-
sumed normally distributed with zero mean. Inasmuch as
not all of these factors can be quantified statistically at the
outset, we write, in the manner of Neuman and Yakowitz
[1979], the covariance matrix of the prior streamflow errors
as

Qg =0pHAg M

where aé is the stabilized variance and Ay is a symmetric
positive definite matrix, diagonal in our case, of which the
diagonal elements are (2%)2"'~*. The statistical parameters
(ré and A may be estimated jointly with the model parame-
ters © through the stagewise optimization procedure out-
lined in the next section.

Prior errors in the model parameters are also due to many
factors. Thus n the spirit of Carrera and Neuman [1986] we
hypothesize that if these parameters undergo suitable trans-
formations (for example, a logarithmic transformation), their
prior crrors can be considered normally distributed with zero
mean. However, because some of the factors contributing to
those crrors cannot be quantified statistically. we write the
covariance matrix £2, of the prior errors associated with
parameter lype @, (p is initial abstraction, rccharge), or is
transform, as

2
Q,=0lA, (8)

where a,f 1s cither a known or an unknown positive scalar

and A, is a known symmetric positive definile matrix.
For the initial abstractions, (8) is rewritten as

N, =c}iA, 9
and for recharge, (8) reduces to
(10}

In this work the prior estimation variance of the long-term
¢flective seasonal subsurface outflow, or mountain front

2

recharge, o is assumed to be completely known.

e

R
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It-depends on the.method employed- to obtain mat prior -
‘estimate-.and . on the -specific..hydrogeologic :conditions.. A -

. As pointed out. by, Carrerga--and Neuman [1986],
gnlcnon makes it’ relat:vely easy 1o introduce prior. mforma-

~value for, it:can be provided.if.the-accuracysof:the: method -z tion about the parameters.into the estimation scheme; This'is
under given conditions-is known. Dtherwise,.that.variance.:z bécause of.thesproperty: that _the log likelihood of.a hypoth-

:can be obtained from-the range of variation of the parameter, -

its Jower limit being zero and letting its upper limit be
assumed. In this regard, we find it convenient to enable the
modeler to enrich the calibration process with qualitative
information derived from expenence.

Foliowing Carrera and Neumarn’'s [1986] approach, we
assume, for operational reasons and without loss of gener-
ality, that the prior estimates of the different parameter types
are mutually uncormrelated. The global covariance matrix of
the model parameters, (g, is thus block diagonal, its
diagonal components being §2,. We also assume that prior
streamflow errors and prior parameter estimation errors lack
cross correlation, and therefore streamflow values used for
parameter estimation must not be used o derive prior
parameter estimates.

With regard to obtaining prior information about the
model parameters, in paper | we introeduced a procedure to
estimate initial abstraction without relying on streamflow
data, whereas later in this paper we will mention methods to
provide a prior estimate of long-term effective subsurface
outflow, which are independent of streamflow measurements
as well, .

Now, let z* = (Q*, 8*)7 be a vector incorporating the
available streamflow and model parameter data, and let 1t =
(ch, o, A, - -+ ) be a vector of all the unknown statistical
parameters charactenzmg the prior errors. If B = (8. 1) 7 is
the vector of all the unknown parameters, then the likelihood
L(P|z*) of a hypothesis regarding the value of B given z* and
a specific model structure (mathematicaj model, parameter-
ization, error structure, etc.) is proportional to f(z*|B). the
probability density of observing z* if § was true. [hasmuch
as L(B[z*) is a function of the parameters, 1t 1s called the
likelihood function.

Once the data have been properly transformed to yield
normal distributions of the prior errors, and in view of our
assumptions concerning the lack of correlation between
prior estimates of different parameter types and the lack of
cross corrclation between prior streamflow errors and pnor
parameler estimation ¢rrors, the likehhood function 1akes
the form

L(Blz*) = f(z*|B) = (2m)

*NIZInzl -1t

-cxp[—zl(z'—z]rﬂﬂ(z‘-z)] (1

Here N is the total number of prior data, and (1, s the
covanance matrix of the prior errors;

2, 0
0 N

Q:

H

(12)

where {1, and g are the covarance matrices of the prior
streamflow errors and model paramelers crrors given by (7)
and (8), respectively. Recall that £1g is block diagonal, with
diagonal componenlts £2,.

In practice, ML estimates are generally obtained by min-
imizing the log likelihood function:

= =2 in [L(B}z*)] (13)

-esis; given all the data; is the sum of the log likelihoods of the
. same hypothesis, given each separate set of data.

Including prior information about the model parameters in
criterion {4) according to (11) yields

Sy=nlIn (Zm:ré) - 2 Inw, + — Z wi(Qy - Q‘t)z

" k=1 TQ ka1
1 (h;— ]
—22 +n,,|ncr§+—2(y—'y‘)2 (14)
0’,,' O'h‘ 0','r

where a is the number of streamflow data, n,, is the number
of initial abstractions (subareas) with prior information, afl
is the *‘relative”” variance of the prior estimation of trmitial
abstraction h,, where [ is the subarea index, and yand ¥* arc
long-term effective subsurface cutflow from the entire wa-
tershed {or a transformation of it) and its prior estimate,
respectively. The variance of the prior estimation of y, o2, is
assumed to be known.

ln the special case when the statistical parameters (UQ
ar,,. and A} are fixed, the first, second, and fifth terms of (14)
are known, and the minimization of §, is then cquivalent to
the mintmization of

i (= hY)?
§;= 2 wi(Qy— QU + v, >_, —_—
k=1 fa1 Ghl
2
Tly=-y? a9
T
where
7g
en=—3 (16}
Th

The first and second derivatives of §, with respect to the
model paramecters can be cxpressed in closed form, thus
suggesung the use of the Newlon method, or a modification
of it, for the minimization of §;. We achicved fairly fast
convergence rates by combining Newton's method with
Armyo’s rule, while setting the prior esumates as initial
parameter values,

In turn, the ML estimation of A can be sought from (6).
Inasmuch as A cannot be expressed explicitly in terms of the
remaining lerms, it has 1o be estimated itcratively. As
recommended by Sorcoshian and Dracup [1980], the
method of false position is used to accomplish this estima-
tion.

The ML estimation of aé, and o} when ¢, is given can be
obtained by applying the method of Lagrange multipliers in
a derivation similar to that presented by Carrera and Neu-
man [1986] to yield

5 I

= +
oo n+n,,(SQ P a3y

an

where
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6.7 Let the golden:section search for optimum ¢, con-
.- dtnue;ireturning to-step.2.after.cach -iteration. The search
| v-:;rshould' :continue. suntil-convergeace :is-obtained - within a -.

L
m,
2 T T T T T T 3 T
2 5 10 20 30 40 5060 70 B0 90 95 98
Figure 1. Frequency of summer precipitation at Sabino

Canyon station.

n

So=2, wil0r— Q%? (18)
h=]
= (hy =AY
Sp= St (19)
i=1 Uhl
0_2
ai==2 (20)
L'

Finally, convergence to the optimum ¢, ¢an be achieved
by a golden section search,

ESTIMA Procedure

A stagewtse optimization procedure (entitled ESTIMA)
for the joint estimation of model and statistical parameters is
outhined as follows:

1. Set o‘é = 1.0 and A = 1.0 as mitial estimates of the
variance of the transformed streamflows and the transforma-
tion parameler. Use the golden section method to minimize
§), equation (14}, with respect (o the weighting parameter
®h-

2. For the first iteration, sclect a reasonable sct of values
for the model parameters ©, and in subsequent iterations,
usc the previously converged @ values. Use the Newton
mcthod, or a modificaton of it, to minimize §;, equation
(15}, with respect to ©.

3. Compute the streamflow values for the converged ©
vector of step 2. Then, using the false position method,
compute the optimal value of A from (6).

4. Rcturn 1o step 2 and repeat the optimization process.
The new weights w, are computed using the optimal value of
A from step 3. Repeat steps 2 and 3 untl the absolute
difference between consecutive evaluations of 5 is within a
prespecified tolerance,

5. Usc the converged values of © and A 1o compulte ch
from (17). Repeat steps 2—5 until the absclute difference in
consccutive values of (TQ is within a prespecificd tolerance,

.- wprespecified-tolemance. -

Application to Sabino Creek Watershed
in Southern Arizona.

The ESTIMA procedure was applied to estimate mountain
front recharge jointly with other model and statistical param-
eters from Sabino Creek watershed in southern Arizona.
This estimation was done for the summer rainy season only.
This is because snowfall is significant at the higher elevations
of the mountains during the winter period, and our analytical
modeling of the seasonal streamflow does not consider the
contribution from snowmelt to surface runoff.

Hydrogeology of the Mountain Front

The Basin and Range Province of southerm Arizona is
characterized by north-northwes: trending mountain ranges
isolated by alluvial basins. The Sabino Canyon watershed
drains a portion of the Santa Catalina Mountains, which are
composed of layered gneiss that is folded in a complex of
anticlines and synclines and contains water along fractures
only {Davidson, 1973]. The location of the study area is
shown in paper 1 [Chavez et al., this issue, Figure 9). The
Catalina fault scparates the gneissic mountain mass from the
alluvium of the Tucson Basin. The elevation of the moun-
tains extends from about 3000 to 9000 ft (914 to 2743 m).

The average annual precipitation in the basin is 11 in {27.9
cm) and is about 30 in {76.2 cm) in the highest portions of the
Santa Catalina Mountains. Precipitation is distributed aimost
equally between the summer and the winter. Most of the
summer precipitation occurs during July through September
and is mainly convective, while most of the winter precipi-
tation occurs from December through March and is frontal in
nature.

Mountain front recharge to the basin tncludes groundwa-
ter flow through fractures and underflow through the sedi-

Table 1. Summer Streamfiow and Precipitation Data at
the Sabino Watershed

Subarea L Subarea U

Q. PL- FL' . Pu. E‘U v
Year cm cimn cm cm cm
1950 1.47 18.49 0.69 27.69 0.97
1951 2.40 20.28 0.85 33.80 1.45
1952 0% 20.04 0.67 32.27 0.93
1953 i.88 16.56 1.01 7.1 1.61
1954 6.28 35.33 1.03 52.28 1.49
1959 39 28.46 1.3l 40.15 2.30
1960 0.20 9.91 0.75 10.63 1.1¢
1961 2.01 16.82 0.67 26.34 1.13
1965 0.4 13.63 0.6t 19.92 0.84
1967 2.40 21.96 0.81 28.50 1.13
1968 1.28 13.70 0.58 18.35 0.83
1969 1.25 0.2 0.70 30.18 0.98
1971 3.98 31.93 1.03 38.95 .26
1972 0.32 2141 0.89 24.47 0.96
1973 1.22 16.72 0.73 25.40 1.19
1974 1.24 2513 0.65 19.11 0.96

Summer refers to July, August, and September, Average storm
depth is represented by A
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- Table 2, .. Prior. Estimates.for-Sabino: Watershed (Summer) -

. hoL.em hoy.om gl o} ‘o

- Combuination . -g . To

P I

2 =11 170 - 314 0020 04100 1.00

3 -1.1 1.70 367 - 020 1.00 1.00 .
4 =1.1 195 . 2,78 020 1.00 1.00

5 —-1.1 1.95 314 020 1.00 1.00
6 -1.1 1.95 3.67 020 1.00 1.00

7 -1.1 2.29 2.78 0.20 1.00 1.00

8 -1.1 2.29 3.14 020 1.00 1.00

9 —1.1 2.29 3.67 020 1.0 1.00

*Relative varances.

ments of the drainage channels. Stable isotope studies
{Simpson et al., 1970, Gallaher, 1979] provided evidence
that recharge along the mountain front is highker dunng the
winter than during the summer.

Mifflin [1968) suggested that topography may affect re-
charge. Decp canyons tend to develop along zones of greater
structural weakness associated with fracture zones. The
discharge of groundwater in the mountain fracture system Lo
the streams in the canyons favors mountain front recharge to
occur as underflow through the sediments of the drainage
channels rather than as deep circulation through fractures.

Summer Streamflow Model

Like in many other mountainous watersheds in and and
semianid regions, the lower slopes of the Sabino Creek
watershed arc characterized by xerophytic vegetation,
whereas the tops of the mountains are characternized by
evergreen woodlands and coniferous forests. In addition,
differences in relief exist between the lower slopes and the
more inclined tops of the mountains. These differences in
vepetation type and slope should determine a difference in
initial abstraction between both mountainous subarcas;
hence a modeling strategy of dividing the watershed nto
those two subareas should help mitigate the identifiability
problems arising fram the application of the model in an
eatirely lumped manner. Consequently, for the modceling of
summer streamflow from the Sabino Canyon watershed, we
proceed as follows:

First, Chavez er al. [this issue] developed an analytical
model of seasona! streamflow. This model is written here as

Q‘.':RI:-G (2')

where 0, and R, are the scasonal streamflow and surface
runofl in year &, respectively, and G is the long-term
effective groundwater runoff or mountain front recharge.
Then, the watershed was divided into the two major
subareas, namely, the lower slopes (L) and the tops of the
mountawns (U), of which the exiension is shown in Figure 10

L

. in paper 1.-By assuming that surface runoff from subarea U

- ©. - “~to.subarea L .occurs.exclusively as channel fiow and by
ek~ Zhev; e neglecting evaporation.losses-aloag the streams, we.express
470 - A2 T8 a0:20 k00 - 1.80 ~ i surface suncffi.from:the.entireawatershed as

Ry=Ry+ Ry, (22)

Here Ry 4 is surface runoff from subarea L., which by (23) in
paper 11s

Ry =2k, Ry 02K\ [20h, JRL D IPL. (23)
and Ry, 1s surfapc runoff from subarea U, given by
Ry =208, ylhy 0" Ki[2(h, vihy ) )Py (24)

where k, | and h, | arc the initial abstractions in subareas L
and U, respectively, P, and Py, are total precipitation,
and A, and A\, are the average storm depths in the same
subareas. ’

Thus the summer streamflow 15 modeled by (21), where
the surface runoff is given by (22). (23), and (24). The mode}
paramelers to be estimated are the initial abstractions of
rainfall at subarea L and subarea U, A, .and 4, . respec-
tively, and the long-term eflective subsurface outflow from
the entire watershed, G.

Prior Information About Mountain Front Recharge

Total summer precipitation in the Tucson Basin can be
approximately fitted by a lognormal distribution (Figure 1),
and we will assume here that the seasonal mountain front
recharge is to be lognormally distributed as well.

Mountain front recharge is usually estimated for a partic-
ular vear. For the Tucson area, Belan [1972] and Olson
[1982] evaluated recharge from the Santa Catalina and the
Tanque Verde mountains, respectively, through a flow net
analysis where the water table map was based on data from
one walter year only, In turn, Merz [1985] evaluated recharge
from the Santa Rita Mountains through a water balance
analysis based on data from a single water year,

Note that, under the ML cniterion, model parameters are
viewed as fixed bul uncertain quantities and, consequently,
the discrepancy between the scasonal recharge in a particu-
lar ycar and its long-term effective value is regarded as a
prior esumation crroc. In the ML estimation criterion (1),
prior estimation crrors were assumed Lo be jointly normally
distnbuted. Consequently, if onc of the above estimates of
mountain front recharge, proportioned for the season of
intcrest according to some sclected criterion, is to be taken
as a prior estimate of the long-term effective mountain front
recharge G and because of the assumption thal seasonal
recharge is lognormally distnbuted, we must work with the
parameler g = tog G, for which the prior estimauon error is
normally distnbuted. {Note that besides the natural vanation

Table 3. ML Estimates of Model and Statistical Parameters for Sabino Watershed (Summer)

Model Paramelers

Statistical Parameters Prior Eslimation Variance

Combination g h,).cm hyy, cm aé A e a} 0,2 cnf, ‘. 0'3, u
I -0.780 3.05 3.80 0.359 0.580 0.253 1.419 0.20 1,419 1.41%
2 -0.751 2.68 3.88 0.383 0.628 Q 507 0.755 0.20 0.755 0.755
4 -0.738 3.03 3.74 0.359 0.584 0.341 1.053 0.20 1.053 1.053
7 -0.586 3.02 1.59 0.350 0.573 0.589 0.594 0.20 0.594 0.594
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s, . .. Table -4.... Covariance and Correlation. Matrices of. Estrmauon Errors for Sabino

Watcrshcd (Sumrncr)

-

T il eciGombination 2 =« o Combingtion 7
g " hr_l,1 Cﬂ'l hr,Uc cm g . h(,]._- c<m ’ hl’ U.'-cﬂ-t -
g 0.1410 -0.2270 =03110 0.0974 —-0.2070 -0.5210
hoo —0.0604 0.5042 -0.6490 —0.0448 0.4819 —-0.4790
by —-0.0632 —{.2493 0.2928 ~0.0735 -0.1501 0.2041

Upper triangle is correlation matrix; lower tnangle and main diagonal are covariance matrix.

of the seasonal recharge from year to year, there 15 an
additionai source of uncertainty due (o estimation error. We
will assume here that the combination of these two types of
“‘errors” is lognormally distributed.} Expressed in terms of
g. our scasonal streamflow model (equation (21)) becorncs

Q.= R, — 107 (25)

Although this assumption introduces some extra nonlinear-
ity into the model, the convergence properties of the opti-
mization algorithm under this reparametenization were found
to be much better, this is due to the scaling cffect introduced
by the Joganthm, which reduces the condition number of the
Hessian matrix of the estimation criterion.

Concerning the uncertainty in the prior estimation of
recharge, Belan and Matlock [1973] assessed mountain front
recharge along the castern Santa Catalina Mountains by flow
net analysis of the {930 water level contour map and
postulated that their estimation error may be as large as an
order of magnitude. Other estimations or other approaches
could be more accurate than Belan and Matuock's. However,
when we add the estimation uncertainty to the natural
year-to-year variation of the scasonal recharge, we postulate
that | order of magnitude is a reasonable uncenainty for the
prior estimation of the long-term effective mountain front
recharge in a more general case, that is, an uncertamnty of |
in log recharge, provided that the estimation is based on data
from onec particular year or season.

Results and Discussion

The Sabino Creek gaging station is located ncar the basc of
the Santa Catalhina Mountains, and strcamflow data wcre
obtained from U.S. Geological Survey summaries lor the
penod (951-1974. Precipitation data were obtained from
climatologicai summancs of the National Weather Service at
Sabino Canvyon station (32718, 110°49°, 2640 [t (805 m)),

Tahle 5.
Waltershed (Summer)

located near the streamflow gaging station, for the penod
1951-1974 and at the high-altitude stations of Mount Lem-
mon Inn (32°27, 110°45°, 7780 ft (2371 m))}, for the period
19511962, and Palisade Ranger (32°25°, 110°43', 7945 f1
(2422 m)), for the period 1965-1974. Disconlinuities appear
in the records, particularly at the high-aititude stations.

The lower slopes (subarea L) of the watershed extend over
an arca of 8600 acres (3480 ha}, and the tops of the mountains
(subarea U) occupy 13,160 acres (5326 ha). The increase
with elevation of the expected amount of precipitation per
season on the Santa Catalina Mountains s approximately
ltnear [Duckstein et al., 1973] Bascd on this lact, we divided
the entirec watershed into elevation zoncs and assigned a
precipitation depth value to each of these zones by hinear
interpolation between the values at Sabino Creek and at the
high-altitude stations. Total precipitation values for subareas
L and U were obtained by multiplying the depths in each of
the elevation zones by its respeclive arca and by summing
over the number of elevation zones in the subarca.

Data departing more than two standard dewiations from
the regression line between seasonal streamflow and precip-
itation 1n the entire watershed were regarded as outliers and
were not included (in the computations. Streamflow and
precipitation data for Sabino watershed are listed in Table 1.

Using groundwater data and through a flow net analysis,
Mohlrbacher [1983] estimated mountain front recharge from
Sabino watershed and adjacent areas to be about 50 ac ft
yr! per mile of mountain from (mml} (38,335 m’ yr" per
kilometer of mountain front). However, streamflow slatistics
[Anderson and White, 1979 show that the contribution of
the summer flow (o the total average annual flow at Sabino
Creck gaging slation is 27%. By assuming the same propor-
tion for mountain front recharge, we'come up with a value of
13.5 ac It per mmf (10,350 m? yr~! per kilometer of mountan
front) for the summer penod. Then, lor the 6 mi (9.6 km) of
mountain front along which Savino watershed and adjacent

Eigenvalues and Eigenvectors of Estimation Covariance Matnix for Sabino

Component Combination 2 Combination 7
Eigenvectors Eigenvectors
Vector | Vector 2 Vector 3 Vector | Vector 2 Vector 3
g 0.6801 -0.7325 0.0300 0.7973 —-0.5902 0.1262
h, 0.4188 0.3545 —0.8360 0.3237 0.5948 0.7358
h,u 0.6018 0.5811 0 5479 0.5093 0.5458 -0 6653
The eigenvalues for combinanon 2 are 0.0479, 0.2204. and 0.6697 for vectors 1, 2, and 3,

respectively, The eigenvalues for combination 7 are 0.0268, 0 1847, and 0.3070 for vectors |, 2, and 3,

respectively
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: . Table 6.-.Prior and. ML: Estimates for Sabino, Watershed {Summer) With a':. = (.20

~ % wiiModel Parameters - - _ ... Statistical Parameters | -*~ Prior. Estimation’ Variance
-g-- ' :..:h,;l_.cm H 'll,.gr-cm . -’U’é l\ i _— ’ :v?;‘ ' —-- ‘ 'O'E :J’ ~ -U‘.z, . «:ﬂ'z'.k ‘-‘ h ‘;E-.LI
Prior ~1.100 2.29 2.78 .- (0.20) ... 0.50° 1.00¢
ML —-0.534 2.71 3.63 0.366" - 0.601 0.675 0.542 0.271 0.542

Value in parentheses is assumed to be known.
*Relative variance.

areas are contributing [see Chavez et al., this issue, Figure
10], 8t ac ft- (99,992 m*) are being recharged during the
summer tainy season. Finally, by assuming a uniform con-
tribution in recharge depth across Sabino watershed and
adjacent areas, we divide 81 ac ft by 31,424 acres (12,717 ha)
(total contributing area) to obtain 0.00258 ft or 0.079 ¢m of
mountain front recharge during the summer period.

Prior information about the space and time long-term
effective initial abstraction of rainfall in subwatershed L.,
h, i, and subwatershed U, h,y, was obtained through the
application of the VEHBAL procedure {Chavez et al., this
issue). Note that the VEHBAL procedure does not involve
the use of observed streamflows and therefore the assump-
tion of lack of cross correlation between prior parameter
estimation errors and streamflow measurement crrors is
satisfied.

Surface runoff and hence 4, showed a rather high sensi-
tivity to the plant coefficient k,. Because this vegetation
property cannot be determined with high accuracy, the nine
combinations of the 4. and 4,y values obtained through
the VEHBAL procedure were introduced as prior informa-
tion in the ESTIMA procedure. The next step invoived the
determination of the *'best”” combination {among the nine) in
terms of their relative consistency with the rest of the prior
data and using the analysis of the stochastic properties of the
ML estimators.

Mohrbacher [1983] calculated mountain front recharge
using groundwater data from 1970 to 1979, which partly
overlaps the time penod considered here. Proportioned for
the summer scason, his estimate is 0.079 cm, of which the
logarithm is —1.10. However, in most of the cases, mountain
front recharge is estimated with data from | water year only.
Thus for a more general discussion we will regard Mohr-

" bacher’s estimale as representative of only | year and assign
an unccrtainty of about | order of magnitude to it (o) =
0.20). Afterward, a final estimate of recharge will be pro-
duced by assigning a smaller (more reasonable for this case)
variance to that pror estimation (¢} = 0.10).

The nine combinations of h,; and h, |, taken as prior
information about {nitial abstraction are listed in Table 2, and

Table 7. Covartance and Correlation Matrices of
Estimation Errors for Sabino Watershed (Summer) at

the results of the application of the ESTIMA procedure
appear in Table 3. The procedure was unable to identify an
optimum for combinations 3, 5, 6, 8, and 9. This is indicative
of incompatibility among prior data. Combination 7 showed
the smallest prior estimation variance of the initial abstrac-
tions, ¢} = 0.594, and the smallest variance of the trans-
formed flows, o = 0.350. We conclude that combination 7
is the one most consistent with measured flows, being
followed by combination 2.

Nonuniqueness in the solution was not an issuc in any of
the cases. Approximately the same parameter estimates
were obtained starting from different sets of initial parameter
vaiues.

Covariance and correlation matrices of estimation for the
mode! parameters are shown in Table 4 for combinations 2
and 7. Smaller diagonal terms in the estimation covariance
mairix were obtained for combination 7, and parameter
correlation is not high for any combination.

Eigenvalues and eigenvectors of the estimation covariance
matrix are listed in Table 5. As expected, the smalier
eigenvalues correspond to combination 7. We also notice
from this table that, in both cases, the component of g in the
cigenveclor corresponding to the largest eigenvalue is small,
indicating that the highest parameler interaction occurs
between the initial abstractions. This result is expected
because of the high correlation between seasonal precipita-
tions in subareas L and U.

In the VEHBAL procedure ot was assumed that the
change in soil moisture storage between the beginming and
the end of the summer rainy season is negligible. That
assumption i1s more closely satisfied under the low precipi-
lation-high potential evaporauon conditions at subarea L
than under the higher precipitation-lower potential evapora-
tion conditions at subarea U. We will account for this fact by
associating a smaller vanancce to the prior estimation of A,
rclative to the prier estimation of k, .

The ESTIMA procedure is then applied to combination 7
using 0.50 and 1.00 as the relative values of the prior

Table 8. Eigenvalues and Eigenvectors of Estimation
Covartance Matrix for Sabino Watershed (Summer) at
Parameter Vector (—0.534, 2.71, 1.63)

Paramelter Vector (—0.534, 2.71, 3.63} Components Eigenvectors

g h, h,y Vector | Vector 2 Vector 3
g 0.0863 -0.2070 —-0.5690 g 0.7973 -0.5902 0.1262
h, ) —-0.0294 0.2344 —0.399%0 AL 0.3237 0.5948 0.7358
heu —-0.0744 —0.0859 0.1979 h,y 0.5093 0.5458 —0.6653

Upper triangle is correlation matnix; lower tnangle and maimn
diagonal are covariance matrix.

The cigenvalues are 0.0268, 0.1847, and 0.3070 for vectors |, 2,
and 3, respectively.
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~:Table .9." ~Structural Identifiability Matrix. and Sensitivity

. Ratjos.for-Sabino Walershed:.(Summer) at Paramelter

»* ‘Vector {=0.534, 2.71, 3.63) T L.
g ) ) hr.L ‘hr.U
g 14.51 7.31 12.97
A,y 7.31 4.70 8.16
h.u 12.97 8.16 14.73

The sensitivily rauos are 2.20, 5.24, and 5.28for g, A, ; ,and A, y;,
respeclively. '

estimation variances of 4, and A, respectively. Results
are listed in Tables 6, 7, and 8, where the estimation variance
of all the model parameters is smaller than their prior
estimation vanance. In particular, for ¢ and A, ;, the esti-
mation vanance reduced by over a half. Notice also that the
condition number CN, defined as the ratio of the largest to
the smallest eigenvalue, is 11.5.

The stability of the solution can be assessed qualitatively
in terms of convergence characteristics and the condition
number of the estimation covariance matrix. Convergence
was fast and smooth in all the cases tested and, as expected,
the number of iterations was dependent on the initial param-
eter values. In turn, the condition number decreased from
18.2 to 11.5 by changing.the relative variance of 4, from
1.0 to 0.5, indicating that instability is reduced when prior
k. is estimated with a higher precision than prior 4, ;. An
explanation for this is to be sought 1n the smaller sensitivities
of the computed flows to &, | as compared 10 4, ().

The structural identifiability matrix (see the appendix)
V&51(0©), which is based purely on model properties and is
independent of the stochastic nature of the output observa-
tion crrors, is evaluated at (—.534, 2.71, 3.63), and the
results are listed in Table 9. This matrix 1s posiive definite;
consequently, the model structure is locally identifiable.
However, its condition number 1s fairly high {(CN = 235},
indicating that the model structure is poorly 1dentifiabie. The

| R
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h,, {em)

Figure 2. ML criterion contour map for h, y versus h

with no prior information about the model parameters.
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Figure 3. ML criterion contour map for h, ; versus h,
with prior information about the model parameters.

smallest diagonal element is V25/,,, confirming the smaller
structural sensitivily to parameter kA, as compared to &, .
Parameter h, is less activated than h, ; because of the
lower seasonal precipitation in subwatershed L. In tumn, the
sensitivily ratio () indicates that the main parameter inter-
action occurs between A, ; and h, . This results from the
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Figure 4. ML cnterion contour map for h, ; versus g with
prior information about the model parameters.
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Figure 5. ML criterion contour map for k. y versus g with
prior information about the model parameters.

high correlation between seasonal precipitation at subarea L
and subarea U.

Once the measurement noise is introduced, the situation
worsens. Figure 2 shows the contours of the log likelihood
criterion {equation (14)) when no prior information about the
parameters is included. The optimum h, | occurs at the
unrealistic value of +. In fact, no realistic solution to this
problem can be obtained without including prior information
about the parameters.

Figure 6.
hr.U-

Sensitivity of computed streamflow to 4, ; and

t
Q
20 L'T?L_ 1
- T'O -O.5 30 K )
g N {em

Figure 7. Sensitivity of compuied strcamflow to ¢ and
h, .

Figures 3, 4, and 5 show the contours of the log likelihood
criterion (equation (14)} when prior information about the
parameters 15 included. A unique and realistic solution is
now apparent. -

The sensitivity of the computed flow to the model param-
eters is shown in Figures 6. 7, and 8. In Figure 6 we notice
that the computed flow is more sensitive to A, y thanto fr, ) .
The higher seasonal precipitauon in subwatershed U deter-
mines that a larger runoff be generated when A,y tends to
zero than when h, | does. The larger arca of subwatershed
U also contributes to this cffect, Figures 7 and 8 show that
the sensitivity of the computed flows to g increases as this
parameter does. On the other hand, the scattergram of
computed and measured streamflows is shown in Figure 9.

As Mohrbacher’s recharge estimation is based on ground-
water data from 1970 to 1979, overlapping partly. the time
period considered here, his estimate may bc considered

nu (Cn,) I: ‘ o]

Figure 8. Scasitivity of computed streamflow to g and

h,u.
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Figure 9. Scattergram of computed and measured summer
streamflows at Sabino Creek gaging station.

more reliable than one representing a single year or season.
Consequently, we will seck a final estimation of mountain
front recharge for the summer period by reducing the prior
cstimation variance of log recharge from 0.20 to 0.10.
Results are shown in Tables 10, 11, and {2. Qur final
estimate of log recharge is —.977, or 0.1} cm, or 18.8 ac fi
yr~! per mmf (14,414 m? yr~! per kilometer of mountain
front).

In those tables we particularly notice that the ML estimate
of log recharge is now closer to its prior estimate and that its
reduction in variance is marginal. A better prior estimation
of the initial abstractions could contribute to further reduce
the log recharge estimation vanance. However, this and the
previous results suggest that the improvement provided by
our procedure is marginal when the prior esumates of log
recharge are relatively reliable and that the procedure is
particularly suitable to improve less reliable recharge est-
mates, that is, those whose uncertainty is about | order of
magnitude or greater. Estimates with this uncertainty are
common in practice.

On the other hand, we also notice from Table 2 that the
condition number of the cstimation covariance matrix has
reduced to B.3, illustrating the beneficial effect on stability of
providing a more reliable prior estimate of log recharge.

t

:-Table '11.. -Covariance and .Correlation Matrices of

. Estimation:Ecrors for Sabino Watershed (Summer) at

= z7 Parameter ‘Vector (=0:977, 2.84,-3.36)

_ -9 _ .. __- ’ hr.L ’ 'hr_U
g 0.0931 -0.0730 ~0.2230
h =0.0133 0.3620 =0.655
koo -0.0314 -0.1821 0.2133

Upper triangle is correlation matnix; lower triangle and main
diagonal are covariance matnx.

Conclusions

The following conclusions can be drawn from paper 2 of
this two-part series:

1. Our mode! of the seasonal streamflow fit the observa-
tions for the mountainous watershed of Sabino Canyon in
the Tucson Basin reasonably well. However, in view of the
nature of its derivation, this model is expected to underes-
timate large flows in many instances. The effect of this
underestimation on the parameter estimales is minimized
through the weighting scheme adopted. That is, errors
associated with larger Aows, which are less reliable, arc less
heavily weighted in the estimation criterion. A larger reduc-
tion in their weights is achieved by expressing the weighting
factor in terms of the measured flows rather than in terms of
the computed ones.

2. The weighting scheme adopted enabled the estimation
of the most likely weights for the error terms in the estima-
tion criterion. This scheme proved (o be quite appropriate in
our modeling because of the adequatc response of the
statistical parameters associated with it to account for the
changing variance of the streamflow errors, which were
qualitatively verified through the scattergram.

3. We have illustrated the beneficial effect of the inclu-
sion of prior information about the model parameters in the
estimation critenion. Prior information increases the chances

for a unique, stable, and realistic solution to a parameter:

estimation problem. Improved estimates of the model pa-
rameters were achieved whenever the optimization proce-
dure converged. Lack of convergence was attributed to
incompatibility among prior data and model inadequacies.
4. No nonuniqueness problems were detected, and con-
vergence 1o the optimuin was fast and smooth whenever a
solution existed. These convergence propertics hold for the
model reparameterized in terms of log recharge. Difficultics
in convergence were encountered with the original model.
5. Instability in the solfution, as qualitatively measured
by the condition number of the estimation covanance ma-
trix, was found 10 be small or moderate for the cases tested.

Table 10. Prior and ML Estimates for Sabino Watershed (Summer) With 0: = 0.10
Mode| Parameters Statistical Parameters Prior Esumation Vanance
g h,p.cm h,y.cm od A o of ol ok, ok,
Praor —~1.100 2.29 2.78 s s cee .- (0.10) 0.50° i.00*
ML -0.977 2.84 3.86 0.395 0.647 0.442 0.894 . 0.447 0.894

Value in parenthesis is assumed to be known.
*Relative variance,
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Table 12._.-Eigenvalues and Eigenvectors of Estimation
. Covanance Matrix for. Sabino Watershed (Summer) at
: Parameter Vector (—0.977, 2.84, 3.86) .«

;.’Gump;mcms «. t:’Eigenvectors
Vector 1 Vector 2 Vector 3
g 0.6962 —0.7177 -0.0166
Ay 0.3915 0.39%0 -0.8292
h,y 0.6017 0.5707 0.5588

The cigenvalues are 0.0585, 0.1255, and 0.4845 for vectors 1, 2,
and 3, respectively.

Log recharge should be the parameter less affected by
instability in view of its minimal interaction with other
parameters.

6. The measures of model structural and parameter
identifiability adopted proved to be useful tools to ascertain
the relative sensitivity of the streamflows to the model
parameters and for isolating those parameters that arc highly
interacting and poorly identifiable.

7. The analysis of the estimation errors, performed in the
original space of the parameters, showed no high correla-
tions among the model parameters and a large reduction in
the estimation variance of the parameters when the prior
estimation error of recharge was assutmned to be about | order
of magnitude. Only a marginal improvement, however, was
achieved when that prior estimate was considered (o be
more rcliable. This suggests that our procedure is particu-
larly useful when uncertaintics of about | order of magnitude
or larger are associated with the prior estimate of mountain
front recharge. Uncertainties of this magnitude are common
in practice,

8. The analysis performed 1n the cigenspace of the pa-
rameters showed that, i all the cases, the estimates of
combinations of tnihial abstractions are much less reliable
than combinations which include log recharge. Therefore we
conclude that parameter estimation was successful, in gen-
cral, and that our approach s particularly suitable for the
estimation of mountain front recharge.

9. As our parameter esiimation approach requires pnor
information about the long-term effcctive mountain front
recharge on a seasonal basis and because the variance of that
prior tnformatton must be provided, we encourage hydrolo-
gists involved i1n the assessment of mountain {ront recharge
to look closely into the uncertain aspects of Lheir estimations
and to reckon, at least qualitatively, the reliability of their
particular estimates under specific hydrogeologic conditions.

10. Likewise, we cncourage hydrologists to look into the
seasonal and year-to-year variations of that recharge when-
ever data arc available, as well as 10 evaluate separately,
whencver possible, the contributions from the two sources
of lateral recharge, namely, the contnbulion originated tn the
mountain mass and the contrbution orginated along the
stream channels between the base of the mountain and the
regional aquifer boundary.

Appendix: Structural and Parameter
Identifiability Measures

Sorooshian and Gupia [1985] developed a measure of
structural identifiability in the region local to @ in terms of

) 2 .
o AB;
o=
~eesi@]
CPs;(6) / Ab,
/ \(&4) °S) (_8_)
PSi(§)
Figure Al. Two parameter examples of an indifference
region.

what they called the ‘“‘structural identifiability matrix™
V351(©). This matrix is writien as

V3S1(O) = 2V4Q(0) 'VoQ(0) (A1)

or equivalently

251,, =2 2

kwl

{aQ‘(e) 6Qi(0)}

G

(A2)
J .

The structural identifiability matnx can be either posiive
definite or positive semidefinite. The diagonal clements of
VASHO) arc all nonnegative. If the matnx is positive defi-
nite, then the model structure is locally identifiable.

A measure of parameter identifiability called the *'sensi-
tivity ratio’” provides useful information about interactions
among many parameters simultancously in the multiparam-
cter space. It is useful specifically for isolating those param-
cters that are highly compensating and poorly identifiable.
The sensitivity ratio , of parameter @, 1s defined as

PS; (8) 142 .

CPS, (G)}

Iy

T~ ~
5i—9,0, '9;

7, = (A3)

where PS (©) is called ‘‘parameter sensitivity index.”
CPS;(8) is “‘conditional parameter sensitivity™” (see Figure
Al), G, 1s the {(p — 1) X (p — 1) submatrix of V3SH(O)
obtained by deleting the ith row and column, g, is the (p —
1) X | vector cquivalent to the ith column of V}5/(@) with
the ith clement deleted, and s;, 1s the ith element of
ViSI@).

When 1, = 1 there is no compensation for the effects of
parameter ©; on the model output by the other parameters.
As 7; gets larger, this indicates poorer and poorer identifi-
ability of parameter ©; in rclation 1o other parameters.

Notation-

CN  condition number.
CPS conditional parameter sensitivity,
fi expectation of Q.
f( ) response of the sefected watershed model.
S{ . ) probability density function.
¢ decimal logarithm of G.
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;ith column of VGSI( )} with ith element -
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- recharge. . e .
-submatrix of V3$/(-- ) deleting ith row and
column.
effective initial abstraction in subarea /.
prior estimate of 4.
space and time effective initial abstraction.
cffective initial abstraction in subarea L.
effective initial abstraction in subarea U.
average storm depth in subarea L.
average storm depth in subarea U.
index for the year.
index for subareas in a watershed.
natural logarithm of { ).
decimal logarithm of { ).
likelihood function.
number of subareas in a watcrshed.
maximum likelihood criterion.
number of years of streamflow record.
number of subareas with prior data about
initial abstraction.
total number of prior data.
objective function.
index for parameter type..
vector of m seasonal precipitation values.
seasonal precipitation in subarea L.
seasonal precipitation in subarea U.
parameter sensitivity index.
vector of n “'truc’ scasonal streamflow
values.
vector of #n measurcd seasonal streamflows.
kih element of Q.
kth element of Q*.
seasonal surface runoff,
seasonal surface runoff from subarea L.
seasonal surface runo[f from subarea U.
ijth element of V} asIC ).
log likelihood function.
log likelihood function with prior data about
model parameters.
equivalent form to §, obtained by fixing the
statistical parameters.
weighted sum of squared seasonal streamflow
€rTors.
weighted sum of squared initial abstraction
erTors.
simple lcast squares criterion.,
transposc.
kth weight used in the objective function.
vector of “‘true’” streamflow and model
parameter values.
vector of availabie streamflow and model
parameter data.
vector of unknown model and statistical
parameters.
long-term cfective seasonal mountain front
recharge {or a transformation of it).
prior estimate of 7.
stochastic error term.
sensitivity ratio.
transformation parameter of flows.

v

A - relative covaniance. matrix of prior errors of
. ::parameter-type p.
HEO .A,,- irelfative-covariante. matrix.of. pnor.:mual
- = 2divaxabstraction-errors.. -
A - relative covariance matrix of prior streamflow
eITors, -

v, vector of m seasonal number-of-storm values,

7 vector of unknown statistical parameters.
ol prior estimation variance of log recharge.
o} multiplicative factor for the relative
covariance matrix of prior initial abstraction
errors.

o relative variance of the prior error of A,.

crg multiplicative factor for the relative
covariance matrix of prior errors associated
with parameters type p.

g} error variance of the kth streamflow.

op stabilized variancc of the transformed flows.

05 prior estimation variance of +.

O vector of the “‘truc’’ model parameters.
©* vector of prior estimates of model parameters.
€ vector of maximum likelihood cstimates of

model parameters.

8, vector of model paramecters type p.

¢ weightuing parameter for the initial
abstractions.

£}, covanance matrix of prior initial abstraction
errors.

0, covariance matrix of prior errors associated
with model parameters type p.

£} covariance matrix of prior streamflow errors.

£}, covariance matrix of prior errors associated

with model and statistical parameters.

global covariance matrix of prior errors of

model paramelers.

eSl( structural identifiability matrix.

Kyl ] Bessel function of order one.
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Optimizacién del bombeo en el acuifero
de Villa de Reyes, San Luis Potosi

Adolfo Chavez Rodriguez

Facullad de Ingenieria, Universidad Auténoma de Chihuahua

Setgio Flores Castro

Departamento de Geohidrologia, Comisidn Federal de Electricidad

El acuifero de Villa de Reyes salisface la demanda de agua de una de las centrales
lermoeiéctricas de la Comisién Federal de Electricidad y ha estado sujeto a sobreex-
plotacion. En los titimos anos se han incrementado sus ritmos de abalimiento, lo que
haimpulsado el desarrolio de un modelo que permila disedar una politica de explotacidn
dptima de este acuifero. Este modelo se formuld con un enfoque de ingenieria de sis-
temas donde se integra un modelo de simulacién de fiujo de agua sublerrdnea con otro
de decision. Este esta dado tanto como una funcion objelivo por optimizar, que en este
caso significd la minimizacién de la suma de los abalimientos en zonas seleccionadas
del acuifero, como por un conjunio de restricciones fisicas y socioecondmicas que
condicionan la explotacign del agua sublerrdnea. Ef acoplamiento de ambos modelos
se efeciut mediante la técnica de funciones de respuesta. Se concluy6 que un sislema
de bombeo es dptimo cuando, al plantear la minimizacién de abalimientos, es el que
ofrece mayores venlajas desde los puntos de vista hidrolgico y socioecondmico.

En los dltimos anos el acultero de Villa de Reyes,
en el estado de San Luis Potos/, ha presentado un
abatimiento continuo de los niveles estaticos, oca-
sionado por el bombeo en pozos someros de usos
agricola y domestico y en pozos profundos de la
Comisién Federal de Electricidad (CFE). Estos ul-
timos salislacen los caudales de agua fequeridos
para la operacién de la Central Termoeléctrica San
Luis Potosi.

Esta situacién hidrogeoldgica hizo necesario el
diseno e implementacion de un esquema de bom-
bec encaminado a reducir al minimo los efectos
adversos de la sobreexpiotacion, como el incre-
mento de los coslos de bombeo, lainutilizacion de
las obras de captacién, y un posible delerioro de
la calidad del agua subterranea Al mismo tiem-
po, la implantacién do este esquema de bombeo
2xienderla la vida atlJde! sistema. acuifero conaus
consecuentes benelinies sociceconomicns eon los
mveles local y naciCing )

.

El esquema de explotacion éptima de un aculfe-
ro se puede disenar mediante la técnica de fun-
ciones lecnclogicas algebraicas, mejor conocidas
como funciones de respuesta, la cual ha proba-
do ser {a mas eficienle para este propésito. Las
funciones de respuesla relacionan el bombeo en
pozos con los abatimientos en los mismos, y en la
practica, se oblienen mediante un modelo digitat
de simulacion de flujo de agua subterranea. El
Departamento de Geohidrologia de la Comision
Federal de Electricidad construyd un modelo de
simulacion del acuifero.de Villa de Reyes, en cola-
boracién con la Residencia de Estudios de inge-
nieria Civil en Querélaro (Deplo. de Geohidrologia
y Residencia de Estudios de Ingenieria Civil de
Qro., 1989).

n este arliculo se desarrolla un modelo de
manejo del sistema aculiero de Villa de Reyes,
donde se intnara el modelo digial de simntacian
con otto de dectsion mediante la 1achica de fun-
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ciones :de-respuesla. - £sleamodelo de manéjo™’
. constituye .un:problema «de:programacion. lineal,

- cuyasolucion propofciona.fos’esquemas-debom-
~beo dptimo dentro.delas.condicionantes-del.sisie-
ma. Como un antecedente a este trabajo se liene
el caso del acuifero de Samalayuca, Chihuahua,
donde se adoptd un enfoque metodologico similar
(Chavez et al., 1989),

Hidrogeologia del area de Villa de Reyes

El valle de Villa de Reyes se localiza en la zona
semiarida del centio de México, y el drea de es-
tudic queda comprendida entre los 21° 40" y 21°
60" de latitud norte, y entre tos 100° 60" y 101° 00"
de {ongitud oeste. La central termoeléclrica se
ubica cerca del poblado del mismo nombre, apro-
ximadamente a 35 km al sur de la ciudad de San
Luis Potosi (véase ilustracion 1). La precipitacién
media anual en el area es de 427 mm, ¢on una
evaporacion potencial superior a los 2 000 mm.

El valle es de origen tectonico, habiéndose for-
mado por una fosa estructural que aioja principai-
mente material volcanico. Sus limites naturales
son la sierra de San Miguelito por el noroeste
y la de Santa Marla por el sureste.
acuifero del valle es de tipo libre mixto, con un
estrato superior formado por depésitos de relleno
consistentes en material voicanoclaslico interca-
lado con gravas, arenas y limos, que tiene un
espesor promedio de 150 m. Subyaciendo a este
estrato se halla una unidad volcanica constiluida
basicamente por ignimbritas y riolitas, cuyo espe-
sor promedio es de 700 m. Esta unidad muestra
porosidad y permeabilidad secundarias por lrac-
turamiento. El flujo regional de agua sublerranea
guarda una direccion prelerente SW-NE paralela
a las sierras mencionadas (Flores eral, 1990).

Hasta 1986 el sistema acuilero del valle se apro-
vechaba Unicamente mediante pozos de uso agri-
cola y doméstico periorados en el relleno granu-
lar, con un bombeo conjunto de poco mas de
20 000 m¥/dia que ocasiond un abatimiento pro-
medio del nivel eslatico de 1.5 m/ano. En ese
ano entraron en operacion pozos profundos de la
CFE que extrajeron en conjunto 11 500, 28 700 y
29 100 m¥/dia en 1986, 1987 y 1988, respecliva-
mente, lo que provocd un abatimiento promedio
de 3 m/ano en el mecio lracturado e incremento
a 2 m/afo el abatmienio promedio en ¢l medic
granular

Los pozos de la CFE es31an agrupados on ies

DateNas, a la nlmets | CoifeLponGuin 0L pusus L,

El sistema -

- 1. Localizacion del valle de Villa de Reyes, SLP

PM\J ,Qp‘ T

Valle ge San Lus

A Rio Verde |

i
|
|
b 6 Centrat termosléctica

&
o~ Setra e
< anta Maria
W
0
&
ot‘f‘
R
JJN? A SanFelpe A Mexico

7,8,9, 12,16y 21; alall, los pozos 13y 14;y a
lalll, los pozos 2, 3, 4, 11, 17,18, 19y 20.

La principal fuente de recarga en el area esta
representada por un flujo profundo ascendente
hacia el medic Iracturado en la zona de ios pozos
7. 9y 21 de la CFE, procedente de un sistema
iegional de fallas, que aporta un caudal aproxi-
mado de 26 500 m¥dia {Depto. de Geohidrologia
y Residencia de Estudios de Ingenieria Civil en

- Queretaro, 1989).

Diseno de esquemas de explotacion optima

Los modelos de simulacion de flujo se han em-
pleado para predecir [a respuesta hidraulica de los
sistemas acuiferos anle diversas politicas de ex-
plotacion. Empero, el numero de posibles esque-
mas de bombeo es infinito en teoria y muy alto en
la practica, por lo que la busqueda del esquema
de explotacion oplima por ensayo y error esientay
coslosa, a mas de que esle procedimiento no ga-
rantiza la obtencion def optimo - Sin embargo, con
un entoque de ingenieria de sistemas es posiblc
dischar tal esquema integrando ef modelo duglla'!
de sunnalaoon con Lind cConomic o 0 descremmdn

ingervend Moo vis Mcweofene.gbnl de 1632
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--Un modelo’ de -decision ‘es:la-expresién-mate-
matica de un-crilerio-de preierencna acerca de los

eleclos.hidrolégicos:o econdmicos: de’ ia- explota-
+¢idn del: acuifero;e incluye-un:conjunto. derestric--

~ciones fisicas y/o.socioecondmicas.asociadas a
1al explotacion
Laintegracién del modelo de simulacion de Hujo
con el de decision constiluye el modelo de manejo
del sistema acuifero, cuya solucion, que es el
esquema de bombeo 6ptimo, se puede oblener
medianle técnicas de oplimizacidn malematica.

Deflnicién de la funcién de respuesta

Aunque existen varias técnicas para acoplar ios
modelos de fiujo con los de decision, la conocida
como funciones de respuesta ha probado ser la
mas eficiente, Esta técnica implica la determina-
cidn de la relacién funcional entre el bombeo en
pozos a través del liempo y el abatimiento en los
‘mismos (Maddock, 1972).

Enla practica las funciones de respuesta se ob-
tienen mediante un modeto digital de simulacion,
por lo que se expresara la relacién entre bombeo
y abatimiento en términos de-celdas de bombeo
y no de pozos. La forma general de esta relacion
es:

n

ZZ B(k,jn—-i+1)QG) (1)

j=11=1

donde s(k,n) es el abatimiento promedio en la
celda k al final del n-ésimo lapso; M, el nime-
ro de celdas de bombeo; Qj, i), el caudal de
bombeo en la celda j durante el i—esimo periodo,
n, el nimero total de periodos, y Bk, j,n -1+ 1)
es el coeficiente de respuesla. Este coelicienle
representa el abalimiento promedic en la celda
de cbservacion k al final del n-ésimo periodo,
debido a un bombeo unitaric en ia j-ésima celda
efectuado durante el i-ésimo lapso. El conjunto
de coeficienles de respuesta constituye la funcidn
de respuesta, que normalmente se presenia en
forma matnciat,

Los coelicientes de respuesla se oblienen, por
lo general, mediante un modelo digital de simula-
cion de flujo, asignando un bombeo unitario a la
primera celda de mane)o durante el primer periodo
y un bombeo nulo para el resto. Esle procedimien-
o serepite para cada una de las celdas de interés
Los abatitmientos calculados al linal de cada Iapso

son los coelicienics de respuesta,

" Calculo de fa. matriz de respuesta de los pozos

CFE =

Seffconstruyé"Un":modelo' ge-simulacion-de flujo |
-en diferencias linitas para-el aculfero de Villa de

Reyes con base en el cédigo de computadora
MODFLOW como un antecedente a esle trabajo
(Depto. de Geohidrologia y Residencia de Estu-
dios de Ingenteria Civil en Querétaro, 1989, Mad-
dock y Harbaugh, 1984). '

Este acuifero se encuentra en un régimen transi-
toric de flujo desde fecha indelerminada anterior a
19886, ano en que entraron en operacién los pozos
de la CFE. El modelo de simulacion se implementd
a dos capas, donde la superior corresponde al
medio granular y la inferior al {racturado. La ca-
libracion de este modelo se efectud duranle 1986
y 1987, y la verificacién, en 1988, iniciando en
el mes de enero en cada caso. Este modelo de
simulacién se empled para obtener ia matriz de
respuesta. Las {unciones de respuesta, al rela-
cionar linealmente el bombeo con el abatimiento,
exigen un comportamiento lineal o al menos cua-
silineal de!l acuifero. El acuitero de Vilia de Reyes
es libre y, por tanto, intrinsecamente no lineal;
sin embargo, su comportamiento sera cuasilineal
mientras los abatimientos del nivel freatico sean
pequenos comparados con el espesor saturado,

Como horizonte de manejo se seleccioné un
periodo de 5 afios, en el que se supone que cada
pozo de |la CFE bombeara a caudal constante, lo
que en la practica se podria considerar como la
exlraccion promedio del pozo durante los 5 ainos,
siempre que no hubiese pericdos muy prolonga-
dos de operacién a caudales muy por encima o
muy por debajo de ese promedio. Cabe hacer
notar que un horizonte de simulacion superior a 5
afios proporcionaifa resultados muy inciertos, en
vista de la longitud del periodo sobre el cual se
calibrd el modelo.

Para obtener la matriz de respuesta de los po-
zos de la CFE, dnicos que fueron considerados
susceplibles de manejo, se siguit el procedimien-
1o descrilo en la seccidn anterior, seleccionando
para este fin un bombeo unitaric de 10 000 m3/dia,
el cual enteorla se puede elegir de manera arbitra-
ria, pero en ia practica debe ser lo suficientemente

.alto para reducir a un nivel aceptable el efecto

iclalivo de los errores de discretizacion numérica.
De acuerdo con esto, se aplico un bombeo de
10 000 m'/dia a la pnimera celda de manejo (pozo
2) durante 5 afnos, donde el abatimrento calculado
en cada una de las 17 celdas de manejo al final
de este penodo es la primera lila -de la matn:

Ingervena Hidrdulica en Méxcolenero-abril de 1892
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~secuencia-para-el Jesto-dedas celdas de manejo

“hasla obtener.la .mauiz.complela. ..Esta.resulto
iser aproximadamente simélnica, 1o que .imdica un

- comportamiento cuasilineal del'acuifero durante el
periodo sefialado (véase cuadro 1).

La matriz de respuesta obtenida se presenta en
el cuadro 2, donde se observa que tos coeficientes
mas altos corresponden a aquellas celdas (pozos)
situadas en la zona de minima conexion hidraulica
vettical entre los medios acuileros, o sea, en la
milad suroeste del area de estudio.

Formulacion del modelo de manejo

El modelo de manejo del sistema acuifero de Vi-
lla de Reyes estd constituido por la integracion
del modelo de flujo con un modelo de decision
a través de la funcion de respuesta, como ya se
menciond. Este Cltimo incluye una funcién ob-
jetivo por optimizar, que en nuestro ¢aso se ha
planteado como la minimizacion de la suma de los
abatimientos en zonas seleccionadas del acuifero,
io que refleja la intencidn de reducir a un minimo
los efectos adversos de la sobreexplotacion y de
maximizar la vida del acullero.

La solucion a este modelo de manejo es aquel
esquema de bombeo que reduce al minimo los
abatimientos dentro de las restricciones flsicas
gue condicionan la explolacién del agua suble-
rranea, al tiempo que se satisface la demanda de
la central termoeléctrica. Desde el punto de vista
de la optimizacidén matematica se considera a la
relacién funcional enire el bombeo y el abatimien-
to, dada por la funcién de respuesta, como una de
las restricciones del sistema.

1. Coeficiente de respuesta an las celdas de pozos someros

para un periodo de 5 anos con bombeo unitario de 10 000
mi/dia en los pozos de la CFE

Poon sy ns

J37 X0 481 415 449 467 860 3871 447 475 3I7 419 5 I7E BO4 2] X8

5 4a
? 4] 1 P g ¢ 0 L T 4 9 0 5 & & 5 b
3 1 1 4 1 1 ro4«a 2 2?2 6 B T 6 B 413
4 1 2 4 1 1 6 2 ? ? 8 & t [ £ 5 3 3
P 5 1 2 4 1 1 S 32 2?2 6 5 1 7 4 4 3 e
L B LU TR T | 1% 3 2 2 &% 4 2 & a4 a4« 2 2
zZ 8 ) t 3 2 1 5 3 2 LI L] 2z % 1 3 2 2
[+ 1t 4 ¢+ % 31 2 2 4 & 2 & 3 & 2 72
S 1 o ¢ +« 0 0 4 6 & v 2 ¢ O & 7 ! 8 7
12 11 4 2?2 1 % 3 ? 1 a4 4 2 & 3 23 2 7?2
13 1 1 5 1 i 5 4 k] 2 5 5 1 3] 4 2 3 3
C 1 ' o8t f{ B 4 3 1 5 B 15 4 4 32 2
F o6 i T k] 1 ' & 3 ? 1 4 4 2 5 [ 2 2 ?
E 17 g v+ r g ¢ 4 31 KA 1+ 2?2 B 0D 3 4 4 45 5
] 0o v 5 0 O &« B H QO F I 0 4 5 5 { 6
19 D o &« 0O C 2 ¢ F D 7 6 G & H X g 8
20 g & 5 © @B ) ¢ & 0 2 5 0O 4 % 5 7 7
Al 1 1 * . ' = 2 7 ) .- & > s 4 4 - 2

.de. resi:)uesta . Eéte?p:ocedim‘ienio se tepilio_en © 0 2. Matriz.de tespuesta en.las celdas de los pozos de la CFE

.para un periodo de 5 ahos con bombeo unitario de.10000
mi/dia - .

1% 17

34 5 7. 879,11 127713 ‘14 17 418 19 20 21
215 6 5 4 4 4 4 5 4 4 5 a4 6 ¥F 5 &5 4
3 17 9 8 6 6 6 5 & 6 7 6 4 4 41 4 6
4 20 1310 9 9 3 9 9 9 &8 3 3 3 3 9
5 20 16 15 15 3 15 14 13 15 3 3 3 3 16
7 30 26 27 3 26 20 7 2% ¥ 3 3 326
] 37 28 3 33 20 %7 31 3 3 3 3 24
9 32 328 20 18 29 3 3 3 32
11 t2 3 3 3 3 5 6 7 6 3
12 38 20 17 32 3 3 3 3 24
13 ‘ 235 25 20 4 3 3 3 20
14 340177 4 4 4 4 a7
16 3 3 3 3 325
17 ! 13 7 6 6 3
18 1m 7 7 3
18 MW 8 2
20 1w 2
21 29

Ahora, considerado un hotizonte de manejo de
5 afos, a fin de obtener los caudales Optimos
de operacion de los pozos de la CFE para este
periodo unico, se omiten los Indices relativos a
los lapsos. en la ecuacidén (1), y el modelo de
manejo se formuia de acuerdo con los siguientes
planteamientos:

Esquema de bombeo 6ptimo A

Este disefio plantea la obtencién de un esquema
de bombeo éptimo de los poz2os de la CFE don-
de se minimizan los abatimientos sdlo en estos
pozos, sin considerar los electos sobre el medio
granular, to cual se expresa mediante la siguiente
funcion objelivo.

ny

> (k)

k=1

minimizar

(2)

donde s{k) es el abalimiento en la celda & al final
del periodo de 5 anos, que es el horizonte de
manejo, y ny es el lotal de las celdas de bombeo
{pozos de la CFE).

Las restricciones impuestas son las siguientes.

(i) s{k) < s,,,_ar(k) para toda &
(i) Q(k) € Quaz(k) paia loda &
A
() S Q) > D
L:l‘”
(iv)’ (k) = 3" Bk HQU) para toda k

1=1

ingenicra Hidraulica en Méxicolenero-abnl de 1992
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‘donde s(L).es. el abatimiento al fidal dél:horizonte

e manegjo.en:a.celda. k.. M, el nimero total-de
wceldas.de:manejo,.que:emeste.casoesigual an;.. . .. -

.Q(j).el.caudal de bombeoen la celda j: B(k:4), el

coeficiente de respuesta, que represenia el aba-
timiento en la celda L al final del horizonte de
manejo debido a un bombeo unilario en la celda
J. smar{k), es el abatimiento maximo permisible
al final del horizonle de manejo en la celda k;
Qmaz(k), el caudal de bombeo méaximo posible en
la celda &; y D es lademanda de agua de la central
termoelectrica.

La restriccidén del tipo (i) condiciona al abati-
miento en cada celda de los pozos de la CFE
a no exceder un valor maximo permisible al final
de! horizonte de manejo; la segunda restriccion
(i) establece que ningin pozo de la CFE puede
ser bombeado por encima de su capacidad de
disefio, o de un cierto caudal maximo posible,
la tercera (iii) exige que la extraccién conjunta
de los pozos de la CFE satisfaga al menos la
demanda de la central termoeléctrica; y la dltima
(iv) expresa la relacién {uncional entre el bombeo
y el abatimiento, y es a través de esta restriccion
como se establece el vinculo entre el modelo de
<imulacién de flujo y el madelo de decision. Este

odelo de manejo, representado por la ecuacion
2} y el conjunto de restricciones (i) a (iv), consti-
tuye un problema de programacion lineal, el cual
fue resuelto con el paquete de computadora LLP88
version 3.12 (Eastern Software Products, 1983).

El abatimiento maximo permisible del nivel es-
tatico en cada pozo de la CFE se establecié como
la diferencia entre el nivel de la base de la camara
de bombeo y el nivel dinamico actual, a la que
se restaron 20 m, con el fin de dar un margen de
segwidad ante la previsible, aunque dificilmente
cuantificable, acenluacidn de |a diferencia entre el
nivel estatico y e! dinamico al descender. ambos.

El esquema de bombeo éptimo se disefd pa-
ra una demanda de la central termoeléctrica de
450 I/s (38 880 m*dia). En el cuadro 3 se enlistan
las restricciones pertinenles, mientras que en el 4
se presenta la solucidn al modelo de manejo Esta
solucion es el esquema de bombeo que reduce a
un minimo la suma de los abatimientos en celdas
de los pozos de la CFE dentro de las restricciones
tmpuestas. Esle conjunto de valores constituye el
esquema de bombeo Optimo A.

fsquema de bombeo dptimo 8

se puede plantear un esquema allernativo de bom-
beo de los pozos de la CFE que sea dptimo 4l

" 3:'Restricciones de abatimiento y bombeo de los pozos de la

CFE
e e Prolnndrdadde 3 - T Nl enstbal - Caupabde bombeo
. *=<Paro - - camara de bombeo dnames | - pennsitie 2 5 8005 L manmo pusdie
{metros) metros) - {metrusy (iK1}
2 . 200 70 110 Gl
3 197 66 11 52
LI 198 78 100 Ik
5 200 76 104 34
7 193 az 97 (]
177 ¥4 75 2
9 245 108 "7 42
1 247 130 g7 kX
2 200 100 80 52
53 213 1a0 53 20
14 245 107 118 22
16 250 110 . 120 a7
7 245 83 143 75
18 250 69 161 e v.g
19 248 61 167 49
20 250 67 163 7
21 244 67 157 ' [:¥]

considerar el sistema acuifero completo, es decir,
al buscar la minimizacidn de abatimientos tanto en
el medio fracturado como en el granular. En este
caso la funcién objetivo toma la siguiente forma:

ny g -
minimizar S s(ky+ Y s(k”) (3)
k=1 k'=1

donde n, es el numero de celdas de interés en el
medio granular, y s(k’), el abatimiento en la celda
k' de ese mismo medio.

En este caso, las restricciones impuestas son
las siguientes:

(i) s(k) € simaz(k) para toda k
s(k") € smaz (k') para toda &'
(i) Q(k) £ Quiar(k) para toda k
. M
(iii) Y Q=D
k=1
M
(iv) s(ky =" Bk, Q) para loda &
=1
A
s(Ky =" B, Q) para toda &’

=t

donde A/ es el numero de celdas de manejo, Que
también en este caso es igual al numero de pozos
delaCFE, ny, I}{(1' 1) es el coeliciente derespues-
ta que relactona ¢l bombeo cn el j-ésimo pozo de
la CFE con el abatimiento en la &'-ésima celda del
medio granular.

Ingenieria Hidrduhca en Mexcolenem-abrf de 1992



Oplimizacion del bombeo en el acuifero de Villa de Reyes, San Lurs Polosf

. -.Dado:que se lienen 17-Celdas de pozos profun-
dos dela.CFE,y con el'tin de dar el mismo peso-en-

»ta funcidén:obijetivo.(3) a-ambos mediosaculleros,
se seleccionaron las 17.celdas de pozos someros

- con mayor extraccion entre las 23 exislentes en el
area. Cabe mencionar gue en las 6 celdas exclui-
das los bombeos son muy teducidos: En el cuadro
4 se presentan los coeficientes de respuesla que
relacionan e! bombeo en los pozos de la CFE con
el abatimiento en las celdas de los pozos someros
que ahi se indican para el pericdo de 5 afios. La
ubicacion de los pozos socmeros considerados se
muestra en la ilustracion 2a.

El modelo de manejo representado por la tun-
cién objetivo (3) y su conjunto de restricciones
asociadas constituye también un problema de pro-
gramacion lineal, y su solucion es el esquema de
bombeo de los pozos de la CFE que minimiza
la suma de los abatimientos en los dos medios
aculleros dentro de las restricciones impuestas.
Para los pozos de la CFE estas restricciones fue-
ron las mismas consideradas en el disefio del es-
quema optimo A, mientras que para las celdas de
los pozos someros se permitid un ambatimiento
maximo de 20 m en el periodo de 5 afos.

La solucidn al modelo de manejo de acuerdo
con este diseno se muestra en el cuadro 4, y al
comparar estos resultados con los obtenidos en
el disefio previo se puede notar que la distribucion
del bombeo de los pozos de la CFE es marcada-
mente distinta; por ejemplo, los pozos 2, 3y 18
operan en el esquema oplima A pero no en el B,
mientras que los pozos 5, 8, 16 y 21 bombean en
el esquema optimo B pero no en el A.

Es importante destacar que se ensayo el di-

4, Esquema de bombeo de los pozos de 1a CFE para una de-
manda de 450 1/s

1989
Pazo ajustaco Optimo A Opuimo B
2 46 63 0
3 48 52 0
4 36 75 76
5 20 0 34
7 32 0 0
8 28 4] 42
9 35 0 c
1 8 3 28
12 36 0 4]
13 ) 0 [0}
14 6 0 0
16 10 Q a7
17 16 75 75
18 24 32 0
10 32 1Q 43
0 9 il 71
21 49 o k)

- --2.-Prediccion de abafimiento del nivel estatico (en metros) con

ol esquema de bombeo de1989 ajustado a 450 I/s en fos
+ =poros-de |1a*CFE; a) ‘de.enero.de.198%:a enero de 1994 en

© . .elacuifero: granwlar .y B). a“enero .de 1994 en el acuifero

- - fracturado

¢ Pozo de laCFE

@ Pozo Somero

9 20
e B s O
* 7 01 2 19
. 3
d'}ﬁ . (T
-
™~
’ Escala grifica
S & = 4101820
* Pozo delaCFE b) Kilometros

seno de ambos esquemas Oplimos para deman-
das de agua mayores que 450 /s, resultando que
en el caso del esquema A no lue faclible oblener
una solucién 6ptima con una demanda de 700 I/s,
mientras que en el caso del esquema B, el método
de oplimizacion no convergio para una demanda
de 550 I/s, lo cual signilica que no es posible salis-
facer eslas demandas sin violar las restrnicciones
lisicas que condicionan la explotacion del sislema
acuitero.

Prediccién de la evolucion del nivel estatico

La evolucion del nivel estatico en ambos medios
se predijo mediante el modelo digital de flujo para
un horizonle de 5 anos tomando como niveles
iniciales los correspondientes a enero de 1989,
En ese afo, que es el ultimo con registro hidro-
métiico, el bombeo conjunto de los pozos de la
.CFE fue de 374 I/s (véase cuadro 5). Con el fin
de comparar consistentemente la prediccidon bajo
este esquema de bombeo con la que resulta de
los esquemas Opumos A y B, se incrementaron
los caudales de los pozos de la CFE del ano
de 1989 para bombear en conjunto 450 I/s, pero
respetando la aportacion relativa e <ada pozo al

Ingeneria Hidrdulica en Meéxco/enero-abnl de 1992
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Optimizacion del bombeo en el acuffero de Villa de Reyes, San Luis Polosi

"« ' 5. Bombeo promedio de los pozos de laCFE durante el ano de

1989
' Caudal ’

Pazo " ) * - Porcentaje

Baleria |
S 16 8 45
7 326 8.7
8 237 6.3
9 290 7.7
12 298 80
16 81 22
21 40.7 09

Bateria il

12 68
14 48

Baterla 1l
2 385 103
3 401 10.7
4 294 79
11 67 18
17 135 36
18 20.0 54
18 264 .7
20 7.2 18
Total: 3741 1000

total bombeado en ese aio. Este esquema se
llamara en lo sucesivo "esquema de bombeo de
1989 ajustado”, y en el cuadro 4 se muestran los
caudales por pezo que lo definen.

En las ilustraciones 2a y 2b se aprecia la pre-
diccidn de abatimienlo de nivel eslatico de enero
de 1989 a enero de 1994 en los medios granutar
y fracturado, respectivamente, con e! esquema de
bombeo de 1989 ajustado. En la ilustracién 2a
se observa un abatimiento maximo de mas de 18
m en el medio granular en 1a zona del pozo 3, que
decrece hasta 6 m en la esquina poniente del area
de estudio. En cuanto al medio fraclurado, se ob-
seitva en la ilustracion 2b un abatimiento maximo
de 26 m en la zona del pozo B, y un minimo de
alrededor de 16 m en la porcion noroeste del area.

Con respecto a la prediccion bajo el esquema
de bombeo dptimo A, donde se considera Uni-
camenle la minimizacion de abatimienios en el
medio fracturado, los abatimientos predichos a
enero de 1994 en los medios granular y fracturado
se muestran en las ilustraciones 3a y 3b, respec-
tivamente. £n la 3a se observa que el abatimiento
maximo predicho para el medio granular bajo este
esquema de bombeo es de mas de 23 m al noresie
del area, y el minimo es de 5 m hacia {a esquina
ponientle. En la 3b. que corresponde al medio
fracturado, sc aprecia un abatimiento maximo de
24 m en la misma porcion noresie, y una recupe-
racion de niveles (3:gno negativo en la ilustracidn)

“
/ (=3
]
16
12 ) .
. 7 21
e L]
.
~
* Pozo de lalCFE

© Poyo a2 laCFE
&~

-en'la mitad:suroeste del area con un maximo de
rTecuperacion de 20 m en.laizona del pozo 12.

"« La-prediccién.deabatimiento ‘del nivel-estatico
.en el pericdo-de enero.de.1989 a-enerc de 1994

bajo el esquema de bombeo 6ptimo B se ejem-
plifica en las ilustraciones 4a y 4b para los me-
dios granular y fracturado, respectivamente. Este
esquema de bombeo tue disefiado planieando ia
minimizacion de abatimientos en el sistema glo-
bal, dando la misma ponderaciéon a los dos me-
dios acuileros. Como se puede observar en la
ilustracion 4a, el abatimienlo maximo en el medio
granular es de mas de 20 m sobre la porcion
noreste del area, con un minimo de 6 m en la
esquina poniente. En ta 4b se aprecia en el medio -
fracturado un abatimiento maximo de 21 m hacia
el noreste en la zona de los pozos 19y 20, y
abatimientos entre 8 y 10 m en la porcién suroeste
del area.

Conclusiones y recomendaciones

De los resultados de la prediccidn bajo los tres es-
quemas de bombeo propuestos, se concluye que
si bien el esquema de bombeo de 1989 ajustado
conduce a los menores abatimientos en el medio

3. Prediccion de abatimlento del nivel estatico (en metros) de
enero de 1989 a enero de 1994 con el esquema de bombeo
o6ptimo A; a) en el acuifero granular y b) en el acuifero
fracturado

Escatagratca
Freles

LRl
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Optimizacién del bomben en el acuifero de Villa de Reyes, San Luis Polosi

» 4. Prediccion de abatimiento dei nivel estatico (en metros) de | .

enero de 1989 a enero de 1994 con et esquema de bombeo

~<1xoplimo . B;.a). enrel.acuifers..granular y.b)en. el.acuifero -
- -'¢e venlajas: de.ordenchidogeologico y.socioeco-
- . ndmico sobre tos otros. dos-esquemas. .Desde el -
. punto de vista operacional, el cuadro 6 indica los

~. . fracturado e e e et

* Pozo oe la CFE

J) 4’
B E
9
16 % 2 .
.12 21 20
ot 7 19
21
9
scala grifica
~ o 25
- - 2101820
» Poro oe s CFE Rt e0e

b}

granular, es también el esquema que ocasiona !os
mayores abalimientos en el medio fracturado, con
los inconvenientes del caso para la operacion de
los pozos de |la CFE, en particular para ios de |la
baterfa |. -

Por otra parte, el esquema de bombeo dptimo A
ofrece las mejores condiciones para |la operacion
de los pozos de la CFE de las baterias | y 1l; sin
embargo, provoca los mayores abatimientos en el
medio granular.

En cuanto al esquema de bombeo Optimo B, se
cbserva que ocasiona abatimientos relativamentle
pequenos en el medio {racturado en las zonas de
las baterias | y Il, y abatimientos menores a los
que produce el esquema 6ptimo A en la zona de

“la bateria Ill. Ademas, como es de esperarse, -el
esquema Optimo B induce abalimientos inferiores
en el medio granular que los obtenidos con el
esquema de bombeo éptimo A.

Comparando las predicciones del esquema op-
timo B con las del esquema de bombeo de 1989
ajustado, se observa que aungue este ullimo oca-
siona menores abatimientos en la porcion noreste
del diea, su efeclo es luerte sobre la mayol par-
te del medio fracturado, atectando considerable-
mente a la mayoria de los pozos de la CFE

.~

.. De las comparaciones anteriores se puede con-
cluir:que ‘el esquema:debombeo optimo B ofre-

volimenes anuales de extraccion recomendables.
En este cuadro se aprecia que para la baieria
i sblo tos pozos 5, 8, 16 y 21 deberan operar
normalmente, quedando los pozos 7, 9y 12 de
respaldo. Es conveniente que los pozos 13 y 14
que conforman la bateria Il se utilicen de respal-
do. En el caso de la bateria lll, la extraccion se
debera efectuar en los pozos 4, 11, 17, 19y 20,
manteniendo los pozos 2, 3y 18 de respaldo.

En todos los casos se recomienda alender a
la hidrometrfa mensual de los pozos, procurando
que sus volimenes anuales de extraccion se ape-
guen a los indicados en el cuadro 6. Los pozos
de respaldo sdlo deberan operar temporalmente
en casc de lallas mecanicas en los otros,

6. Volumen de extraccién anual recomendado en los pozos de
ia CFE para una demanda tolal promedio de 450 I/s

Volumen
Pozo {miles de m*")

Batera |

5 172

7 0

8 1325

9 0

12 ]

16 1167

21 1198
Baterfa I

13 0

14 0
Baterfa lll

2 0

3 0

4 2397

1 883

17 2365

18 0

19 1545

20 2239

Total 14191
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Abstract.

This paper addresses the hydrochimatic modeling of mountain front recharge

io regronal aguifers. An analvuca! relationship between the mean scasonal precipitation
and runofl 1s obtained based on & conceptualization of the hydrologic processes
occurring 10 hard rock mountainous terrain and a denved-distnbution approach where
the input vanables are considered 10 be stochastic and their probability distributions
arc transformed into the probability distribution of the output variable by using the
deterministic physical process. In a first-order approximauon a relationship between
the scasonal values of precipitation and runoff is obtaincd. An analytical modei of the
scasonal streamflow is then developed where imtial absiraction and the long-term
effective subsurface outflow, or mountain front recharge. are viewed as unknown
madel parameters In addiuon, a procedure that combines the water balance equation
with a relationship provided by the so-called “*vegetal equilibnum hypothesis.” and
which cnables the estimation of effective soil-related parumeiers jontly with the meuan
scasonal evapotranspiration and surface runoff, is introduced. This procedure 1s applicd

to a mountarnous watershed 1n southern Arnzona.

Introduction

Tne two man mechamsms of naturat recharge to regional
aquifers i and ano semizrid arcas arc channel recharge and
mountain front recharge While mountdin {ront recharpe s o
vital compenent of the groundwater system 10 many of these
arcas (Fern, 19od] 1 constitutes only a menor frachion of the
tutal amount of water ¢elivered Lo the area by precipitavon
and therefore cannot be cstumated rehiably by © gross
halance calculations

Esumaltes of mountiin {front recharge to regional aguifers
are reguired for managemeni purposes, particularly i order
to determmune the safe vield from wellsin proundw ater basins

waler

where overall recharge s small and desclopmeni mas
readily lead to overdraft conditions
mon 0 and and semuarnd fegions

Such tawins are Zoim-
Faumates of mountare
front recharge wso provide presonbed ey values 1o aietad
mudels of regional groundwater flow

However. data on groundwater in the monaban and the
mountain front region are ondimarids iimated (oo lew widers
spaced welly, sprangs, and pase fow sircams Ths soarois
uf data, along with uncertamues nperent n ine data and
calculanions, mav lead 1o errors of up to an oeder of
magnitude 1n the esumation of mountan front recharge
{Helun und Matlock | 1971

With regard to tne inverse prablem in groundw ate: hvdren-
oy, 4also hknown as the groundwater parameler csumiation
problem, Carrera and Newman [1986h] found that pre-
scribed head conditions at the squifer boundary resulted in
smaller sensitivities than prescnbed nonzero flux, henee thiy

Copynght %94 by the Amencan Geophvsical Lnion

Paper number $3WR03I 369
LN N IWER O3 64805 (%)

suggests that one shoutd impose the latter condition when-
cver possible Carrera and Newman [1986a] posed the in-
verse probiem 1n the framework of mavimum bhehhood
estimation with prior informaten about the parameters. In
their formulation the poior head errors and the prior param-
cler cstimation oirors were assumed to lack cross correla-
non. and for this reason. they cauttoned thal head values
uscd for tnverse modceling nrust not be used o denve prior
parametler ostmates. This ruies out
analyvaas (o provade pror mformation abont mountain front
recharge fur inverse modeling purposes, at least warhn the

the use of Nlow net

tramework of Carrer and Newman's approach

Pror estimates of mountan lront recharge can be obtaned
with the wid o environmental isotopes { Sengeson cial | 1970,
Cietlfatier, 1974, Qlvon, 1982] and hydrochenmucil mass bal-
ance calculutions {Thorne 1982 Adar, 1984 These melh-
ady alc avsoviated with large uncertiunhics: henee according
to conciustons reached by Carrera and Newman [ 1986b)
reeanding mithematical condrions for well-posedness, esti-
mates based on them do hatie 1o redoce the degree of
dl-poscdness of the inverse problem

An alicrnutive appraach 1o ¢stumation of mountain front
recharge 15 the use of hydroclimatic models Such models
are particutarly useful in arcas where reasonable records of
rainfall and streamflow cxist but where tnere 15 almost no
data On groundwater

In paper | of this two-pant series we develop analytical
models of the scasonal surface runofl and streamflow based
on a conceptual model of hvdrologic processes that should
approximate some types of ficld conditions, 1n particular,
hurd rock mountatnous watcrsheds where deep percolation
vccurs exclusively through fractures: these models (1) arc
formulated 1n 1erms of parameters with phvsical significance,

/
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Ground water basin
~‘boundary

aquiler

boungary

|

Groundwater basin and regionat aquifer bound-

Figure 12
anes in plan

thus {ucilitating the concepiual interpretation of these pa-
rameters and the development of cntena for regionalization,
(1) make use of data ordinanly recorded at climatciogical
and hydrometnc stations. thus increasing model apphcabii-
iy . and (3) favor the inciusion of data obtained by remote-
sensing techmigues, such as satellite magery and acnial
photography, inasmuch as they can rapidly provide a low-
cusi cnaraclenzaton of draanage arcas and aid in the assess-
meni of some watershed parameters.

We nlavintroduce o quanttative procedure that ¢ ies
the estimation of mean surface runoff and evapotranspiration
Jonthy wath effective sal-related parameters Thus procedurc
s developed through tne combination of the water balance
cquation und a relationship provided by the so-called *'veg-
ctal eguibbrium hyvpothesis™ [Eagleson, 19787 lmital ab-
stnaciions obtamined in this manner are 10 be used as pnor
cshimates within a stochastic parameter estimation approach
given by Cheve: e af [this assuc] (paper 2 of the scnicst
wmch pcorperates poor infermation about the model pa-
nuneters This approach 1s applicd 1o our scasonal stream-
flow mode! where the Jong-term effective groundwiter run-
ot or mountun froni recharge, 15 viewed as one of the
muodel parameters

Conceptuaiization

Tosetup a conceptual framework fur the Jevelopment of
anulviical models of the seasona: surface runofl and stream-
How and o procedure te ostin mountun fron! recharge.
the following defimtions are introduced un agreement with
[ 19807
within wmich groundwater flow paths are toward o regional

Witson o1 ai g groundwater basin s oan arcd
agttes, (2 s regonal aguifer s the Lirgest bods of conninu-
ous saluralwon in o groundwaier bawin, {3) a local flov vwslem
ts a small, saturated groundwater low system that s ivolated
from the regional aquifer, and (3) a regional flow systemis a
saturated svstem thal v conncaled to the regional aquifer,
in many areas tov groundwater basin cownaides with the
Wivon et al {1980} emphasized the
distinction between the regional aquifer boundary and the
groundwater basn, av well as the dilference between the
regional aquifer boundary and the base of the muountain
These differences are shown in Figures la and 1b, and both
local and regionad fluow systems are dlustrated in Figure 2
Mountain front recharge 1s defined by Welson cr uf [1980]
as recharge which occurs along the partion of the regional

waicrshed bounda -

Ground walst basin

Regionsl aguiier
boundary

Waler tabls

Figure 1b. Groundwater basin and rcgional aquifer in
cross section. '

aquifer boundary that parallels a mountain ared According
to this definition the components of this ivpe of recharge are
(1) the infiltration of streamflow from the washes and nivulets
between the bases of the mountains and the regional aquifer
boundary and (2) the subsurface inflow from the mountain
mass to the basin-fili sediments.

In mountainous terrain, the permeability of which s
fracture controlied. subsurface inflow inciudces both ground-
water flow through fraciures and underflow through the
sediments of the washes and canvons that drain the moun-
tans  In this paper we dcal only with the csumanon of
subsurface inflow from the mountain mass Lo tne basin-fill
sediments, which, 1n terms of the mountaineus watersheds,
15 the subsurface outflow. Here we will use this term and
mountain front recharge tnterchangeably.

Our conceptualization of the hydrolopic processes that
occ i mountainous hard rock terrain. and that ultimately
deter one mouniain front recharge, includes the following
assumpuons and simplifications: (1) no consideration s
green to snow orace, (1) soil cover is small or nonexistent,
(3} permcabihity of the mountain mass 1s secondary and
{racturc controlled, (4) porostties and permeabilities may
develop in the upper zone of the bedrock by surface distur-
hances such as small fractures, cracks, and weathering. (5)
oniy vertical water flow occurs in the upper unsaturated

|

!
It

Racharge
| !

{

]

flow ayatams

aguitet

Aegaor -

Regional
flow syaiem

Figure 2. Local and regional flow systems in the moun-

ains,
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rates
te——h, /1

\

BT R

time, t

Figure 5. Generation of surface runoff R, dunng a typical
slorm

equals the storm depth 4. If ¢, > R, /i, as shown in Fgure S,
imual abstractzon s saushied, and surface runoff is generated
starung from ume ¢ = &,/i unul ume 1 = ¢,

Based on our assumption that arcal infiltraton does not
contribute to deep percolation and because of the finite
storage capaciiy of the upper zone of the bedrock, infiltra-
l1on capacity musl approach zero at large times With no
phvsical anulogy (¢ the matna nfiltration equation, wc
model infiltration capacity by

o= th ' {2)

where 1t s assumed that the nfiltmuon rate is equal 1o
infiltration capacity once tnttial abstracuon s satesfied.

The cumulative distnbution {funcuon of the storm surface
runoff can be found according to

Prob [R, < :]:F{RI}IJJ S, k0 dR ()
Rtz

where flu, ¢, &, is the joint probabiley funcuon of storm
mntensity, storm duration, and imitial abstraction. and Ki 21 s
the regaon of iategratnon In a zero-order approvumation we
witl consider A, 1o be a constant at ity space and time

effecuive vatue. thus forcing all vanabiiity to come from the -

storm parameters, and equation {33 becomes

Figure 6. Integration region for probability of surface run-
off

- 1L

Figure 7. Calculauon of surface runoff distribution.

FIR,) = ff S 1)) dR =f fli. 1,0 dR (#
R Rio

where the region of tntegration is illustrated 0 Frgure 6

The integration of the joint distnbunon fu. ) from the
axes out 1o the dashed curve r, = 1, pives the probabidity
that no surface runoff occurs. Integrating all the way out to
the curve R, = : prowides the probabibity that a particular
storm will produce A, = - .

We will denve the probability distribuuen of surface
runoff by integratung the difference hetween ramnfall intensity
and the mfiltraton equation over the duration of a rainstorm
Infiltratton is assumed to occur umformiy over both the bare
and the vegetated portions of the surface THenee

K= J - (!x,:)“:.'"":) de =11, — Z(h,r.',)"": +h, (5)

‘
LI

where R, s surface runoff generated by the sth rainstorm.
Now | by assurming that storm intensity ¢ and storm dura-
uen ¢, are independent and exponentially distnibuted,

_ﬂ.‘_ 1= (145('7"‘—“' (6)

' 1s the mean

where o ' s the mean storm intensiy, &
storm duranon, and because of the independence assump-
ton o & " s the mean storm depth, egual to oy, Using
th). we can prepare a three-dimensional view of the proba-
Rehiy calvulation of (4], as shown n Frgure 7

< substituiing (6) nto (41 and using (53 gives

Prob [R, - 2]
- (RS I VIR LRUR .
= nﬁj PN d:,j e d N
0n 0

Prob {R, < 2] =i

or

- 5f' exp [ =81, — (al/t, 2+ 2th,2}'7 = ko dt, (B)
4]

and finally

NG

'l
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zone of the .bedrock, (6).moisture storage capacity of the
- upper zone of the bedrock is not exceeded during a2 rain-
- storm event, (7) areal infiltration does not contribule to deep
=. percotalen - (8) decp -percolation.eccurs. only .through frac-
tures connected to a local flow system or to the regional flow
system. (%) fractures where deep percolation occurs collect
water from surface runoff (everland flow and/or channel
flow), (10} water collected by these fractures is instantly
drasned and hencc 1s not avallable for evaporation, (11)
channel precipuitation 1s negligible, (12) evaporauve losscs
from surface runoff are negligible, {13) water infiltrated along
the dratnage channels 1s not available for evapotranspirauon,
(14) local flow systems which feed spnngs and drainage
channels may be present in the mountain mass, (15) the
regional aquifer may be replerished by groundwater flow
through fractures and by underflow through the sediments of
the dratnage channels, and (16) the replenishment to the
regional aquifer 1s stationary in the iong term

Analytical Modelis of the Seasonal Surface
Runoff and Streamflow

in this sccuon an anatvtical model of the seasonal surface
runoff 15 introduced, by virtue of our conceptualization of
the hydrologic processes in the mountainous area, this 1s
cqual 1o water yie.. A scasonal streamflow model 15 then
denved on the basis of the defimtion of water yield. This
model includes long-term cflective subsurface outflow
(mountan front recnargey as a model parameter

Modcling Approach

We adop:s the approach that, 1in apphed statisucs, ts
referred to as ong of “'denved distnbutions 7 In this ap-
preach the input vanables are considered to be stochastic,
ung inelr profaminy distnbutions are transformed oo the
probuaoiity distnioution of the output vanables by usve of the
detcrministic modet of the physical process. The approach
i~ tliustratec in Figure 3.

Precipitation 18 represcnted by a sequence of randomly
sized and spoced rectangular pulses (Frgure 40 This ap-
proach enables us to conveniently represent the distribution
of twn canicai penods, the duranion £, of precipiation duning
which infiltraton and or surface runofl occurs and e g -
val between storma. 1., dunng which cvapotranspiraton
aecues [Lagicson, 19784, bi

parameters
theeg ang uncenam)

\
KKy Ky
A
L] . L]
- ]
bty simpittied
stochastic | Yl gelerminishic
hput ¢ dynamic — Q1)
process | process
i o) = 01|
I
L}
S
Figure 3. A sumpic statistical dvnamic process

2159
)

; .
raintall -
intensity 1

0 1
(a) actual
I'y

]
rawnfall
intensity

(b) model

Figure 4. Modcl of precipitation cvent scnes

Surface Runoff

First, in the manner of Eagleson [1978¢]. we will denve
the probability distribution of surface runoff on an event
basis 1o establish a relationship between the expected values
of scasonal runoff and rainfall. Then. tn a first-order approx-
imation, a retationsiup between the scasonal values of pre-
cipitation and runofl will be obtained.

In order 10 model surface runofl generation, a quanulative
model of infiltration is required. Some authors [Lagleson,
1878, Clapp, 1982 Mully and Eagleson. 1982; Milly, 1986]
descloped event-based simulation models of vertical water
fiow 1n the soil that were formutated in terms of basic soil
hydrauhcs paramcters and eaplicitly incorporate sonl water
dvnamic processes. In particular, Afdly [1986] used the
hydrologic concept of ume condensation and simplified soii
mosture hincmatics to allow closed-form solutions of the
Richards equation to serve 1n continuous simulation of the

. verucal exfiltration and infiltraton under randomly varying

forcang

In this work we adopt a simpler and essentally conceptual
approach 1o model anfiltration into the upper zone of the
bedrock which includes ininal abstracudn as the only soil-
reiated parameter and facilitates the analyvtical denvation of
the probabiliny distribution of surface runofl In this ap-
proach we assume that infiltration and surface runoff occur

canng g storm penod, whercas evapotranspiraiion occurs -

cuiing anonterstorm penod, exclusively
We represent ransiorms by a sequence of randomly sized
and spaced rectangular pulses where, {or any single storm,

i{1) = 1 = constant, 0=1r=1, (n

where ¢ 0 rainfall intensaty (L/T) and 1, 15 storm duration.
Tne gen.  aon of surface runoff dunng a rainstorm starung
st = . -cpresented in Figure 5. In this figure, 1, is ume

at which :utial abstraction A, is satisficd, and /3 is nfiltra-
tion capacily.

In this madel of surface runofl generation there is an instial
withdrawal of rasnfall 1o sausfy imial abstraction &, I, =
A, /i, there s no surface runofl, and the ranfall wathdrawal

7/



CHAVEZ ET AL.: MOUNTAIN FRONT RECHARGE TO REGIONAL AQUfFERS. 1

- Prob (R, <z}=1- 2(a8) "2 4 517y .

. x,[z(}xa) s B, (9JI

where K[ ] is the modified Bessel functi()n. of order one.
The probability of zero surface runoff is

Prob [R, = 0] = I - 2{abh,) 'K (2(aén)!]  (10)

and hence the probability density function fIR,) must be a
compound distribution having an impuise given by (10) at the
ofigin with & continuous portion of area

(1)

To obtain the probability density funcuon of R, we first
approximate (93 for large z. as follows:

Prob [R, > 0] = 2(adk,) K \[2(ash,) "]

Prob [R, < zi=1- Aab2)'"K\{2aé2)'"]  (12)
and differentiating this equation we get, for large R,.
AiR) = 2adKo{2(abR )] (i3)

where K] | is the modified Besscel funcuion of order zero.
From the ahove approximation the arca of the conunuous
part of the censity funciion s

J’M,) dR, =1 (14)

0

whicn 15 different by the factor
Nadi VUK [ 2Ha bk )0

from the true value given by (11,

We now approvimale the continuous portion of the prob.
ahihity density funcuon of surface runofl over 1is Tull range
pyv (13 rescaled through multphication by the above factorin
order to give 1t the proper area That s, ’

AR = 41ad) i) TR 20a8R ) UIN (2ia s '

R,»0 (%)

The mecan valuc of the complete distitbution 1s then

Ev[R.]= j NR AR = 2hiad) TN a8 00
u

(1t}

We now ohtimn an cxpression for the cxpected value of

scasontdl surface runofl By the assumplion of independent «

ant 7,. ad may be replaced by the reciprocal of the mean
storm depth, mp, b a6, that 1y,

Ev [R,}= 200,m,) 'K [ 2tham ) ') (n

Summung the random vanable R, over the random number

of rainstorms per scason, o, defines the scasonal surface
runotf K, -
Ll .
-
R, = :\_. R, (16

=

-

and s expecied vatue, Ev [R,], 15 prven by

Ev [R,]=m_ Ev[R)] (9

v

In the same- manner we express the total ramfall per
scason in terms of the individual storm.depths as

- P,=> h
=1\

. (20
of which the expected value Ev [P,] is given by
Ev[P,)=mp =mmy en
Finally, by using (17) and (21), we wnite (19) as
Ev[R,] = 2hm imp)'*K\[2h,m imp ' " Im, (22)

Thus far, we have the relationship between the expected
values of scasonal suface runoff and ranfall provided by
(22). In the manner of Eagieson [1978g] the relauonship
between the scasonal values themselves is given 1n a first-
order approxumation as

R, = 2(hJRh )R (200 1K) 70, (23)

The vanation of the surface runoff function & /7 with the
imnal abstraction 4, for selected valucs of the average storm
depth in the season, £, is lustrated in Frgure §

Scasonal Streamflow

In our conceptual model of the hydrologic processes in
mountainous arcas, decp percolation occurs only through
fractures which collect moisture from surface runoff, that is,
from overland flow and/or channci flow, We also assume no
evaporative losses from surface runoff. Therefore in this
casc, surface runoll s equal 1o water yicld Taking this facl
into account, and by definitton of water yicld, the seasonal
strcarmflow (0, as measured at the base of the mountain, is

0,=R, -G, (24)

where R, and &, are the scasonal surfuce runoff and
groundwater runoff, respectively.

By mahking the simphifying assumption that all variatton in
(O, comes from vanation 1n precipitation, we will consider
(7, 10 be fixed at us long-term effective value G, and (24)
becomes

0, =R, -G (25)

Thus equation. with R, given by {23), provides an analyt-
ical mode! 1o estimate the scasonal streamfiow 1n terms of
the scasonal ramnfall £, the average storm depth tn the
scason, #,, and the unknown parameters of the hydrologic
process, nomely | the space und tume cflectiv e yminial abstrac-
tion /i, and the long-term cffective scasonal groundwater
runofl, ur mountain front recharge, G

Mean Scasonal Water Balance

The change in soil moisture storage s usually neglecled in
the mean annual water balance. If this change 1s coasidered |
small for o particular rainy scason. 1t s assumed that the
syslem s stattonary in the mean, and beciausc surface runoff
15 assumed equal 1o water yield in our case, the water

balance 1s expressed as
Ev (£,]=Ev(E;]+ Ev[K)] (26)

where
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- 1.00

%

%1

wv

Figure 8.

Ev| ) expected valug of | ],
£, seasonal precipiiation,
L seasonzl erapoti.- spiration:
A, scasonal surfuce ¢ anoff.

1

Tne cxpected valur of scasonal surface runofl can be
calculates by {221 On the other hand, Lagicson [1978d]
derived the expecled value of scasonal cvaputranspiration in
terms of soil and « cpetahiop propertcs, potcnbiad cyvapolrans.
piratien, and the hnowe Jdistaibubions of storm depth and
lime beiween storms b e appendiy o modilication of the
Eagleson expression tor the inteistorm base sad evaporation
nvopresented fequatians tA =AY where 10 view of our
concepiualization of the budrologic provesses in hard rock
tervamn, camilanuy mise trosn the water table iy neglected The
C\DCCICC value of scasonal crvapairanspiration can be com-
puted by (A7)

Lagleson seicsied o distiibunon {o siorm
depih in the denvation of the cypecied value v seasonal

Rt T
cvapotranspiration Ths distnbubion s inconsistent with the
cyponential distnibutions of storm intensity and storm dura-
vun that, for analsy ncal traztabdity . were assumed 1o denve
the relationship peiween mean seasonal surface runofl and
rnfall rean 0 (221 However, thiy inconsisicacy should
be of minor . _tical relevance 1in the gencral case Further-
more, o must be emphasized that {26) will be used n
combinalion with a rclationship provided by the
cquibihnum hvpothesin'

“wvegetal
in urder 1o obtin an cstimate of
cffective imitial abstraction that 1y intended to serse only as
prior information i the procedure for stochastic parameter
estimanon introduced in paper 2

‘-

Average -store deplh /in season
h. : Titia) wbetredtéon .

Plot of surface runoffl function.

Vegetal Equilibrium Hypothesis

If the surface retention capacity and the climatic and
vegetlation parameters arc known, the evaporation parame-
ter £.1n (A7) remains to be determuncd. This parameler 1s
alsv called the bare soil evaporation cffectiveness and rep-
resents the relative importance of soil properties in the
dynamics of exfiltration. Equation (22) involves the space-
and iime-cffective imual abstraction k., a soud-related param-
cter which also remains to be evaluated Consequently, the
water balance cyuation (26) includes £ and /i, as unknown
parameters, and an addittonal retatioaship s necessary Lo
This relationship will be provided by the
so-called Cvepetal equihibrium hypothesis ™

Al ough the dvnamics of the ciimate-sotl-vegetation sys-
wng recopn <d, the mechamsm that dnves
theanteraction among the components of the sysiem has not
been well understood. A remarkable coninbution to bridge
this conceptual gap was made by Eagleson [19780] through
the development of the vegelal equiibrium hypothesis. This
hypothesis proposes that the natural vegetation density in a
watershed will scek, through natural sciccion, an opumal
vaiuc al which avalable sosl moisture 1s a maxs-
mum The hypothesis operates during the vegetal growing
scason and was reasonably venficd by Tellers and Eagleson
[1980] with data from 1|1 watersheds 1o humid and and
cnsIronmenks

One pracucal implicanon of the vegetal cquilibnum hy-
poathesis 1y that 1 as possible, knowing the chimate, to
determune effective hydrologic propertics of sosls throash

solve {or them

cm hasc bed

Cehiman”

[94
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. observations of the canopy cover density. This capability
makes it useful in regional hydrologic studics.

-. The.vegetal equilibrium hypothesis states that, i the short
. term, -natural vegetation systems of.a given plant coefficient
k;, which is the ratio of potential rates of transpiration and
soil surface evaporation, reach a ‘““growth equilibnum™
density A = M, at which the soil moisture 1s maximum
because, at this state, stress is mimmized. Maximum soil
moisture 15 equivalent to minumum sl moissture loss by
evapotranspiratton. In practice, however, it 1s total evapo-
transpiration Ev [£7 ] that 1s minimized. Thus

¢ Ev[E7]

=0 al M=AM, (an

d M

VEHBAL Procedure

Modifying the computational procedure of Fellers and
Eagieson [1980]. the evaporation parameter £ and the mmiual
absiraction A, arc estmated through the water balance
equation (equation (26)) and the reiationship provided by the
vegetat equilibnum bypothests {equauon {27)) in the follow-
ing sequenual process, which for future reference we will
call VEHBAL:

i.  Pick a value for the evaporation parameter £ and usc
(A7} to calculale scasonal evapotranspiration Ev [E; ] for
dufferent values of A unul (27) 1s mumimized. If the vegeta-
tion density oblained 1s not equal to the observed value Mg,
E 15 incremented and a new M is found. Once the process
converges, both £ and Ev [E;—'] are determened.

2 Pick a value for the imnial abstraction £, and calcuiate

iti%al ERRALs 9] 110745 [Rlvgit ¢}
VR ' T
. TORTOLIT&} O\CI- |
MOUNTA!NS*}
1 ! e/ H
- ,C/- SANTA CATALINA -3
i

MOUNTAINS '

— an
Ll
i o) \ c.’/ )
! C’r\\ N Tangue Verde .
i ‘JC- \\f’”ﬁ’o Croes :
| TN - cv o
- 1,-” - o —~ D !‘qt\ o A5
‘ e o O / R\ Roul
T R et
o Nef T, .
1 T o
e Sz 1€
T TUCSON HINCOMN
BASIN T MOUNTAING
- ~,
- > ~. D el e
_‘\\ Ii “- ;:’
SIEREITA o T~ )
| MOURTAING / EMPIE .
RN K / MOUMTAINS
| ~ ‘~'-:, .
i S S !
. ¥ a¥ Nl
E a S au BAST
v T J{,o" e ~45
i ' f_‘ n:
i [ muses
i !
~ v
- ~— Mountain base N ' H
, ARLIOWA L |
— ~— Stream | ! : i
| L\__l i
Figure 9. Location of study area

X

— L= U bewewiaco
——  Wtuntaen o
O Clumstmogecsl Ratans

L T ] 1 b
4] 8024 oSl S—
MILES

SABING mmokfmc.mc STATION

Figure 10. Lower slopes (L) and tops of the mountain {(U)
in Sabino Creek Watershed and its adjacent mountainous
arca (A).

scasonal precipitation P, through (26) and (22}, using the
value of Ev [E1 ] previously determined I £, 15 not equal
to the mean scasonal precipitation mp . the value of k, is
changed and a new compulted precipitation s obtauned. Once
this process converges, k, iy determined

Application te 8 Mountainous Watershed

Effective soil-related parameters are estimated jointly with
mcan seasonal evapotranspiration and surface runoff for the
Sabino Crech watershed 1n southern Arizona Inasmuch as
the vegetal equilibnum hypothesis operates during the veg-
etal growing scason, which for the perenmal species of the
mountainous arcas 1n the Basin and Range Provinge of North
Amenca s the summer ramy scason [Shreve, 1915], we
restncted the estimation o this penod. which in the study
arca extends over the months of July, August, and Septem-
ber Ve aiso assumed that the change in soil moisture
between the start and the end of this rainy scason s
ncghgibic. so that (26) holds, and the VEHBAL procedure
muayv be applied.

Satuno Creek dramms a portion of the Sanva Catalina
Mountains (Figures 9 and 1), and 1us watershed extends

from 2800 (1 {853 m) at the outlet 1o over 9000 [t {2743 m) aL *

the highest points Two major subaréas can be wdeatified in
this watershed, as well as in many other mountainous
watersheds in the Basin and Range Province, namely, the
lower slopes (k). charactenzed by rciatively sparsc xero-
phyte vepetahon, and the tops of the mountain {U), char-
acterized by evergreen woodlands and coniferous forests.
The VEHBAL procedure was applied separately to each of
these two major subareas.

The average rate of potential evapolranspiralion was
calculated for the penod 1965-1974 using Van Bavel's [1966)
combination form of the Fenman [1948] equation

G =AY = Gy~ I

¢ (28)
p,L,( 1 + ¥/A)

wn which

¢, avcrage rate of insolation,
g, average.raic of net outgoing longwave radiation;
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8 .
Table -1..* Computation of Potential Evapotranspiration at Sabino Watershed (Summer
Rainv Season) .
. — . - )
. - . ) €n.
Subarea T,.°C NS g, A g,*  H* 1 + AA cmd™!
L 248 042 048  S5B 0.14 124 57 1.347 0.513
U 184 G642 057 558 014 134 52 1517 0439

*Umits are tn calones per square cenumelers per day

I{ average residuai sensibie heat flux,

A shonwave albedo of surface,

p,  mass density of iquid water. | g om 7,

L. latent heat of vaponzanon. 597 cal g~/

/3 atmosphenc perameter. a funcuen of aimosphene
temperature.

The average rate ol insolatron was calculated trom records
at tne Untversiy of Anzonain Tucson. compiied by Hauady
and Durrenperper [1970). An albedo value of Q.14 was
assigned to the rocky surface of the mountainous watershed
[Fugleson 1970] The net outgomng longwave radialion was
estimaied from foapieson [1977] as

Fp =41 - 0.8A
G245 =0 a8 - 10T cddem T man T (2

where A 1s seasonai frachonal cloud cover, and T s the
average scasonal atmosphenic temperature i deprees kelvin
The averape “dryving power™ £ of the atmusphere was
evaluated from Lapleson {1977]

o= g 28 - i - $i) 00

where § 15 the wverage fractonal relative humadis
In turr. the atmosphene parameter was caleulited from
fLaclesor [1977]
1

=042 - 00T, i

[

with the averaey seasonal temperature i degrees Celsus
Tre atmospiiens temperaleie Gl cover amd relaling
numidiny were wll ontwned trom Sanena’ W eatner Serviy
INWS) publications and averaped over Ine summer rans
The cinnatalogicat

scason tuly Aucust and Septemne:

sabons Insoib Cd were Saune Uans o, Bead e Base ol e

OUNIIN, wfd S0 meh aitnds siahion o Palisade kanges
(Figure 100 Reproseniabive vatues o temperaline and i
tve hurmidiiy {07 subareas oang U owere obtamed by ancg
inlerpolation petween boin slabieins Lt coscn obsera
tons were avartable ad Sabioo Canvononly, and the seasonad
salue at this station was assiened (o both subwaicrsheds

Precipitaton av the same chimatolopical stalions was also
obtained from NWS publications Daoaseem gl 1974
reported an apfrosmsie bnear incrcase of mean seasonal
predipiialion wiln cicvation on (he Sania Catabrse Monn
tuns, and hinear intcrpolation was cmiploved 1o oassgen ep
resentativ e vahies of mean 1ol precepilalion To subarceas |
and L Dats involved in the computalion of moan poicaii
cvapotranspiraiwon are hivied i Takle |

Linewise, statistical parametersan (A T were estimated fog
subwatersheds Loang U from hinearly interpolated mean
values of the starmerclated vanabtes, Following Fefiers and

Eagieson [1980], a value of 0.1 cm was assumed for the
surface reteation capacity in both subwatersheds

Vegetation coverape was reported by Wiirtaker er al.
[1968] to be around 30-50%¢ in deserts of the luwer siopes of
the Santa Catalina Mountains and 60-80% in woodlands of
hgher clevations In this work we selected canopy density
values of 40 and 70% for subarcas L and U. respectively
Climatic and vegetation parameters al Sabino Crech Waier-
shed are histed 1n Table 2.

With respect to the plant cocefficient 4, information 1s not
availabie for the individual subwatersheds [ and U, Thus we
will approximate its value with the lollowing procedure
Eagleson and Tellers 11982] denved a theoretical relanon-
ship between average cvapotranspiration cfficiency 8 and
cquhbrium ¢anopy density M. The former s defined as the
ratio of the average annual evapotranspiration to the nvc'ragc
potennal bare soil evaporation. By supcrimposing theoret:-
cil curves to the observations of A and §at 1] watersheds
covenng a wide range of the and-hunmud chimauc specirum,
they found that the observations lay from shghtly below the
theorctical curve for &, = 0.60 to shightly above the curve
lor k= 1.00

Inasmuch as the plant coeflicient tends to be smaller for
piants of the and zone, we apphesd the VEHBAL procedure
sclectng the values (0055, (1586, ara 0,57 foi subarea L and.
muore arburanty, the values 0.69, 0 70, and 0 71 for subarca
U The sensiuvities of the mean summer cvapotranspiration
e osepetal canopy densuy at subarca L4, = 0.55) and
subarca U (K, = 0.69) are shown an Figures 11 and 12,
respectivels

Kesuhts from the VEHBAL procedurc are’
waere. in particular, we nouce a rather high

sted 1n Table 3
-astuvity of the
womputed il abstractions e the plant cocefficient 4, In
general, this coefhcient s difheuit to evaluate with a high

adcutany o most of the indivaidual watersheds or subwater- .

sheds  The uncertynty of the imnal abstracnion can be
assossed by ospegitving realistic uppes end tower hmits of 4,
lor ach case under considerahion

In paper 2 stochastic paramcier ostimation approach
winch renies on sreamflow  Jata and sncorparates pnor
intormation aboul the model parameters will be introduced
[tsv procedure will be apphicd 10 our model of scasonal
streamllow (equation {259 10 oblan improved estimates of
the iitiad abstrachions A and h,  along with mountain
tont recharge (0 These estimates can then he used 1o adjust

Table I Chimatic and Vegetation Parameters at Sabino
Woateesned (Summer Rainy Scason)

m, .0y, €p. I8 n,.
Subnsrea cm Cm emd ! » Jd! davs Mg
| 8T IS 0543 064 0 ) 92 0 40
¢ A0 L0 04 D T4 O g2 070

§Y
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+
2o - 3 Tabde 3. _ Application of the VEHBAL Procedure to
o . . 'Sabino Watershed (Summer Rainy Season)
] -
i S .- T EviErl. - E™R,L
o e ~Subarea %, £ 4, com cm .cm
oo & v L 055 048 170 18.67 1.90
. . L 0.56 0.19 1.95 19.03 1.54
E., i ;g M L 0.57  0.20 2.29 19.38 119
{em) I ' o u 0.69 1.20 2.78 26.11 1.97
o & - U 0.70 1.25 314 26.49 i.61
., '.2 U 0.7 1.31 367 26 89 1.22
v ! = @ !
'\ o 1M,
oo 4 U
1% -
= i proach where the wnput vanables are considered (o be
500 \r stochastic and their probability distributions are transformed
| i into the probability distribution of the output varable by
rron - - using the deterministic physical process.
oo 01z 0X (o ) Dag D 5 [} [+ 38441 [«X.5] D% 1nl .
M 2. The determunistic interface 15 provided by a model of
surface runoff generation that should approximate many field
Figure 11.  Sensttivity of mean summer evapotranspiralion  situauons, in parucuiar, hard rock mounlamous lemmain

to vegetal canopy density at subwatershed L.

the mecan scasonal values of the water balance components
computed here. In the context of this stochasuc approach for
parameter estimation. the values of A, | and A, ;. obtained
through the VEHBAL procedure. are regarded as pnor
esiimaies, the uncenamties of which are incorporated into
the formulation We will apply this approach by introducing
cach of the mine combimnattons of 4, | and £, (; valucs shown
in Table 3 s prior information about the imtal abstracuons
and selecting the “best’” combimation based on consistency
with the rest of prior data and using the analvers of the
stochastic propertics of the estimators

Conclusions

I An anatvuical model of the mecan secasonal suriuce
runolf was developed through a denved-destnbution ap-

wac

N

AT

N

(3}

H
3]

o

01 232 X T OX

5]

0

Figure 12 7 Sensiuvity of mean summer evapolranspiration
10 vegetal canopy density at subwatershed U.

7

Cologuracs

where the permeability 1s secondary and fracture controlled.

3. A relanonship between the seasonal surface runoff
and precipitation was established on the basis of a first-order
approximation to the reiationship between their mean sca-
sonal values

4. In wvintue of our conceptuaiization of the hydrologic
processes occurnng 1n hard rock mountainous arcas, surface
runolf equals water vield, and an analvucal model of the
scasonal streamflow, as measured at the base of the moun-
tain. was derived directty from the definiton of water yield,
in this model the inmal abstraction and the long-term effec-
tive subsurface outflow, or mountain front recharge, are
viewed as unknown model parameters.

¢ A numerical procedure that cnables the ¢stimation of
mcan scasonal evapotranspiration and surfuce runofl jontly
with the evaporation parameter and intiad abstraction was
introduced  This procedure. called VEHBAL. combines the
water natance equation with a retationship provided by the
“sepetal equihbrium hypothesis.™

The VEHBAL procedurc was apphied 1o Sabing Creck
watcrshed 1n southern Anzona for the lower slopes and the
taps ol the meuntuin separately, inasmuch as the contrastin
vepctation tvpe and slope between these two major subareas
shoud determine different soil-related byvdrologic proper-
lies

6 The vutput from the VEHBAL proccdure exhibits a
rather hugh sensitivity 1o the plant cocflicient &, which, in the
veneral case, s difficult 1o evaluate with a high degree of
The esumate of effcctive witia! abstraction ob-
tuned here can be improved through the procedure for
parameler estimauon presented in paper 2 This procedure
cnables the incorporation of pnor infermation about the
model parameters and provides the stochasuc propertics of
the estimators

An unalvuical model of scasonal strcamflow for the

winter season thal consitders surfaoce runofl generation by
bath ramnfall and snowmelt remains 1o be developed n
agreement with our gencral approach. We observe, how-
ever, that the “'vegetal equilibnum hypothesis™ could not be
insohed in thes case to obtain prior estimates of soil-related
paramelers becausc the hypothesis does not operate during
the dormant scason of specics.
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Appendix -

.Evapotranspiralion frem natural surfaces 1s composed of
evaporation from bare -soil and-transpiration from vegeta- -
tion. Eagleson [1978d] denived the expected value of sea-
sonal evapotranspiration in terms of soil and vegetation
propertics, potenttal evapotranspiration, and the known
distnbutions of storm depth and time between storms. He
first calculated the bare soil evaporation and vegetal transpi-
ration for an interstorm penod and then averaged over the
rany scason By using an exfiltranon analogy to the Philip
infiltration equation and selecting an cxponenual distnbution
for ume petween storms and a gamma distribution for storm
depth, Lagleson obtained an expression for the expected
values of bare sail evaporauon in the interstorm penod g,
Ev [£51 By ehimmnaung those terms that include capiilanity
nse from the water table because of our conceptualization of
the hvdrologic processes 1n mountamsous terran, that ea-

TCSSION IS wnlen as

¢} ?[rh‘. Ailnl i
- [[ -
Afig ~ Bh(‘jf.ﬂ}

iag

Bholé, i "
Ev (L, )= ___.i_’
Aty

€, INTY!

s .
[

A 'lfi _ yin. Uio]]
(= e B8l Ak - (280" E)
s GRS - 20)YE)
S L e TR yi32, CEY - (3L B

Big' et

Adty

T T["- f\n’ln - [5."10r'::',.,}

|
SR I3 CEV - 3 (32 BE)
ce SHann, - 20

- ,-'F"{.'t.‘»

Smt e

where

oW hich

¢, long-term ascrage rate of potental
crapotranspiraion,
Al segetation canopy density,
AL plant transpiration cocflicient
£ Crapuration parameter,
B oreciprocal of mean ume between siorme .
~  parametes of gamma distnbution of storm
depth,
A parameter of gamma distribution of storm
depth.
fi,  suriacy relenuon Capacity:
gammha dunction,

Y . ’-) «ncomplete gamma function

In turn, Eagleson expressed the-expected value of vegetal
- transpiration i the smerstorm penod . Ev (£}, as

Ev[E )=-C4, Ad)
v[E.] 5 (

i
where he assumed thar transpiration s always at the poten-
ttal rate £, and thai &, reflects the effcctive arc.i of transpir-
ing icaf surface per umit of vegetated land surt... ¢, thus using
it as an amplification factor to approximate the surface

retention loss from vegetauon
By weighuing (Al)} and {Ad) according ¢ the canopy
density, the eapected toial nterstorm evapotranspiration

Ev IE;’] 1s given by
Ev [ET'] = (1 — A} Ev [E,'] -~ A Ev [L‘,.’] (AS)

If v1s the number of inlerstorm penods in o season, the
scasonal evapotranspiration L) 18

E; =X Ep (A6}
1e1
of which the expected value s
Ev[Er])=m, Ev [L‘;’} (A7}
where
m, =Ev[+] (A8}
Notation

A shortwave albedo of surface.
€. long-term average rate of evapotranspiration
£ evaporalion parametcer

L', soll moisture evaporatuon from bare soil
fraction
Ly 10tal evapotranspiration

f7;  scasonal evapolranspiration
L wanspiration from vegetated fraction
infiltration capacity
¢ tong-erm cffective scasonal groundwater
runefT tor mountain {ront recharged
¢/, seasonal groundwater runafi
i ~torm Jepth
i, osurface relenuon capacily.
1, ospace- and nme-ellective intial abstraction
it average storm depth i a season
#1 cesidual sensible heat flua
¢ rainfall wntensity,
J counting vanable for events,
k. plant coefhcicnt.

{., lawent heat of vapunzation.
m,; mean storm depth
Mmoo aveisgc scasonal preciptation

m,  mean aumber of storms per scxson.

r. mean leagth of rainy scason

M vegetation canopy density
cquiltbrium vegetal canopy denwty

N fractional ¢loud cover
P, scasonal precipiation.
4, nctrate of ovicowng longwave radiabion.

SO

10



CHAVEZ ET AL.: MOUNTAIN FRONT RECHARGE TO REGIONAL AQUIFERS. 1

- g, rate ofunsolation at surface
7, secasonal streamflow.

R region of wegration. . -

R, seasonal surface runoff.
§ fraclional relauve humudity. .
t umec.

!, umec at which imiual abstraction is sausfied.
I, ume between slorms
¢{, storm duration.
atmosphertc temperature
 wvalue of storm surface runofl.
a reciprocal of average rainsiorm intensiy
[ reciprocal of mean ume between storms.
& reciprocal of average storm duration
A almosphernic paramecler
s paramecter of gamoa distnbuuon of storm
depth
paramcier of gamma aistnbution of storm
deptn.

- counting vanable for number of storms
£, mass density of cvaperaling waler,

e

Evi ] expected value of I
it ) gumma function
i | ncompletc gamma funcuon
Aol 1 Bessel funcuon of order rero
A, 1 Hessel Tuncoon of urder one
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nround-Water Modeling in a Southwestern

Alluvial Basin

s David B. Hawkins® and Daniel B. Stephens?
Ve

ABSTRACT

A two-dimensional fimite-difference computer code
s used 10 modscl the ground-water flow system in an
tevial basinogn southwest Now Mexico. A three-step
oroath was used to determine the transmissivity distribu-
anfor the model First, valuss of the natural toganithm of
smsmissivaty (in Ty were n’:rpolzrcd from exisuing data

mcucsd a
kcond, a conventional flow net was drawn from steady-
iz water toveis witn the aud of the kniged hydraulic head

Lunbution. Tnird, the approximate transmussivity map,
2 standara deviatton map of the knged In T values, and
low net were used to select the segment of each stream-
where transmissivity was anown with greatest
ity (smallest In T kniging ervor) Then, transmussivities
7 scpments of the stream tubes were calculated from
s:ev’s Law This cistribution, when input to the numerr
i mode!, did net have to be altered appreciably duning
o cahibration for a steady-state 3nd seven-vear transient
xnof Most of the transient calibration was accomplisned
;acjusting storags coefficients. Considening the uncer-
LA N ihe avalabie pumpm; data, very good agreement

INTRODUCTION

This paper {ocuses on the application of a
.merical ground-water flow model to partof 2
c.rhwestern alluvial basin, The model SLUC}'
=.rhasizes the parameter estimanion and calibra-
:mprocess. In particular, we discuss the applica-
2 of a flow net and a stochasuc interpolation
wieme calted kriging to determing the distribution
T ransmiIssivitics 1o be used asinput to the model
=.orauon was by the triat-and-ciror approach

'H)droiogui, Hargss and Moatgomeny, Inc,,

owcli Road Tucsorn, Arizona BS719,
‘Assistant Professor of Hydrology, New Mc:nco
wuie of AMining and Technology . Department of Geo-
Lirnte, Socorro, New Mexico E7BOL.
Recenved February 1983 revised July 1983, accepied
i, 1983
Discussion open unui May §, {96+,

il 21 K A= RONHND W ATEFR—Nmvemhber-December 1953

i map of sandarc dcx:a.xons of the kriging errors.

1735 Eas:

SETTING

This study area is located in Animas Valley,
Hidalgo Counry, New Mexico, in the southwestern
corner of the State (Figure 1), The part of the
basin selected for investigation is the Lower
Animas Valiey which lies approximately between
the village of Animas and Interstate Route 10, and
between the Pyramid and Peloncillo Mountains,
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The model area also encompasses most of the
Lightning Dock Known Geothermal Resource Area
(KRGA) which is centered around the apparently
localized expression of a gepthermal system in the
castern part of Lower Animas Valley.

. The climate is semiarid with an avcragc annual’

rainfall of about 10 inches (25.4 cm) on the valley
floor and more than twice this amount in parts of
the surrounding mountain areas. There is no well-
defined surface drainage in the broad, flat lower
po*rim of the valley, although occasionally surface
runoff reaches playas at the north end of the
\.'ali:,».

The strucrural basin which includes Animas
Valley was apparently formed by Basin-and-Range
vpe normal faulting during the Tcmnr}' Period.
Sediments shed from the rising mountain blocks
were carried by an ancestral fluvial system to a
ake in the north-central portion of the valley.
Sedimentary factes in the unconsolidated portion
of the sequence include fluvial, deiraic, and
lacustrine deposition (Fleischhauer, 1977). Depth
to well-consolidated bedrock in the basin varies
from less than B3 teet ("5.9 m) to more than 1890
fee: below land surfac

Ground water occurs under unconfined condi-
nons in most of the valley. A perched aquifer of
pooriv defined areal extent is present in the
southernmos: part of the model area and, locally,
disconunuous clay layers may define small arcas
where there are confined conditions. In general,
grounc water flows nortnward between north-
scuth trending low-permeable mounta:n blocks
irom 2z water tabis divide near the International
Boundary, through Animas Valley, and toward the
Gia River (Reeder, 1957). A large portion of the
sourhcrn part of Lower Animas Vallev has been
irrigated with ground water since about 1948
Subsrguen:ty, warer levels have dechined
appreciabhlv over large areas Rechargs direct!v on
the Lower Animas Valiey bottom lands prior to
wrigation was probabiv nepiigibie Some recharge
from deer percolation of irnigation probably has
octurred atter 1948 although based on esuimated
rares o" consump

—

ave uss by crops and water apphn

cchargc (H:lwk-.ns, 1981 ) Rcchargc to the Lower
Anmmas Valley aguiter prcsumabiy occurs along
portions of the mounza omsh:nmg weli-
defined dranages and a!..;\-ﬂ'. fans, ard atso by -
underfiow from Upper Animas Valley Conditions
it the Upper Animas Valiey are morce favorable for
ground-watzr recharge thann the Lower Animas
Valley. The upper valley receives more precipita

tion and has a well-defined surface dratnage system
with permeable stream courscs.

i "MODEL SELECTION

" .Qur.general ohjective.in this investigation wa
-to develop a calibrated ground-water flow modd
which would enable us to better understand the
hydrogeology of the principal aquifer near the
KGRA, as a first step in simulating long-term
impacts due to gedthermal development. Aftera
review of available aquifer dara it was felt that s
thres-dimensional rreatment was not warranzed,
and therefore a two-dimenstonal finite-differeace
method was chosen. Although a number of
‘computer codes are available to handle this type of
problem, we selected the finite-difference modtl
formulated by Trescott, Pinder,anc Larson (1976).
principally because it is well documented, and
widely used.

PARAMETER ESTIMATION

To predict water-level changes due to con-
tinued irngation or geothermal resource develop:
ment, the spatial distribution of transmussivity and
storage coefficients must be determined. In our
approach this distribution was derermined fromz
trial-and-error model calibration process The
number of adjustments can be minimized if aquifcr
characteristics are reasonably well known overa
large part of the modei area. However, 1n the
Animazs Valley, estimates of transmissivity are
iimrted to results of 21 specific capacity tests
concentrated in the irrigated central part of the
vallev and one aquifer pumping test (Figure 2).
Us:ing specific capacity to esttmate transmissivity
(Waiton, 1970), it became obvious that there-wure
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w field data with which to estimate transmissivity

ior grid blocks of the model over a large portion of -

e valley.
To estimate transmissivity In model gr:d
ks where there are no-data, a linear intetpola-
- ton technique calted kriging was employed
Delhomme, 1979; Gambolati-and Volpi, 1979a,
1979L; and Binsariti, 1980).

A number of other interpolation schemes
wuld have been used to estimate the transmissivity
Istnbution. However, the kriging algorithm was
thosen because it takes into account the spatial
rorrelation structure of the existing data, and
xcause it procuces 2 map of the kniging error of
feinte *poht d guantity. In order 1o use kriging, a
KMIVAriogTam 1s constructed from field data. The
gmivariogram Is 2 grash ol the sample variance
mmus the autocovariance, ¥ (h), versus distance
btween pairs of data points, h. Differencesn
wansmissivity between any two wells may increase
vith increasing separation distance because of the
arure of vaniabiiity on the geologic matenals,
Thus 3 (h) often increasss gracualiy and reaches a
maximum, consiani vaiue with increasing h. The
dstance at which y (h) becomes constanz, calied
e range, implies for C\arﬂ.pk, that transmissivities

7t correlated with ecach other over distance

ing this vatue. 17 thus rise 1s exponeniial,

. anintegral scale 1s defined for kng'ng
surposes as approximarelv one-third of the rang )
The smali number of aguifer test data and
berr localized distribution over the area of interes:

¥1s considers¢ inadecuatt 1o generate the semy
arogram for kriging in T vaiues. However, for
mo-d:mensiona: phreatic q ‘..c"s Gelhar (1976
idates the vanance of the head dustnibution to the
waniznce of the naturat log of t*”' transmissivity by

=

e fol io“.nE goguation (asrewnitien by Delhomme,

1979,
ey =(2is)  @,n7 - 0T il isey ! (]

"hf"

th = siandard devianion of hvgravhic nead
(221911

o7 = standard devianion of natural log of trans:
miss:ty (0 T145),

1 = gx/no,

: = the siopz of the wator tabie a7 1s
muidpoin: (G.0013),

b = mezan saturated thickness at aguifer {300

fr assumed), and

Fig. 3. Contours of In T by kriging.

A = integral scale of InT process (i.e., about
one-third the range of tnfluence assuming
an exponential variogram).

The range for InT is approximately three timces the
integral scale, nearly two miles. Thus, our fin:te-
difference grids of one square mile could reflect
variability at this scale. Using a computer algorithm
for the kriging process, contour maps of InT and
the kriging error were developed as shown in
Figures 3 and 4, respectively. For details of the
application of kriging to this study, refer to
Hawkins (1981).

The kriged estimates of InT in Figure 3 arc
independent of any information on transmissivity
which can be inferred from the spacing of water-
level elevation contours, although the kniged esti-
mates of InT are to some extent dependent on the
heac distribution through the head standard devia-

~uon and gradient as deseribed above. To condition

the distribution of InT on the head distribution
further, a flow net was constructed for steady-state
conditions using data prior to 1948 .n the irnigated

’LLW'~~C wiy

\f_

,V 6“-.,....5 V) ﬂ

. D262 - 0386 s 05t - 0635
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VI 0386 - 050 ? 0635-0753
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Fig 4 KnigingerrorininT,

oyl



g AT

-ry

PYRLD - 3 H

{Emtions n leal obows Mmean 150 leval)

Fig. 5. Water-level elevations predicted by kriging.

arcas, z2long with some subsequent data in areas
which are relauvely unaffected by irrigation
pump:ng. The equipotential lines in the flow net
were constructed by kriging 106 point measure-
ments of steady-stare hydraulic heads. In order to
krige the steady-state hydraulic heads (Figure 5),
the regronal gradient of the head surface had to be
taken into account because of a drift. The presence
of drif: :mphes that the degree of correlation
between head measurements depends upon the
direction and length of the separation distance
vector. To remove this drift, planar surfaces were
fitzed to the datz and then the residual head values
were Kriged. This method has been applied else-
where (Sophocleous and others, 1982). Analysis of
the resuiting flow net revealed that the kniged
values of hydraulic head were unreasonable in
severai paripheral portons of the basin where pre-
irrigation head data were generally sparse. For
exam: -, in the southern area a ground-water
mounc .s predicted where nons should exist on the
basis of hvdrogeologic judgement. The same s true
for the ground-water discharge arca at the north
end of the modeizd arca As a resuiz, the predicted
waier-levei contour map (Figure 6) had 1o be
modificd to reflect more realistic cond:tions near
recharge arcas and impermeabile boundanes
(Figere 7;

To obtain theininal input estimates for trans-
missivity for the modei grid (Figure 2), the fiow
nctin Figure 6 was superimposed on the kriging
error map of the in7 process in Figure 4. The flow
net interval within cach streamtube which had the
smallest kriging error was determined, and the
corresponding average transmissaity from Figure 3
was assigned to this inrerval of the streamoube
Neglecting the effccts of vertical recharge, the flow
rate thigugh cach streamrube 1s constant under the
assumed steadv-state condinon Therefore, trans-
missivity for all other biocks in each of the sircam-

s Woter-wvel contows n leel
; obCve meon  Laa level
{S0ng whers predigied by
/ wwgwg, dashed whecs odjutted)

/ S uegmnne

Trommuipvity n Ihoutondt of

61 Gollons per Goy pel 1ool

Fig. 6. Steady-state flow net.

tubes could be calculated simply from Darcy’s
Law. Finally, the finite-difference mesh (Figure 2)
was superimposed on this transmissivity distribu-
tion and average values were assigned 1o cach grid
block by inspection (Figure 6).

The flow net analysis also aided in establish-
ing bound: - conditions for the model. For
example, a .onstant flux rate was assigned at the
southern end of the model at a reasonable distance
from pumping influences. The same was done at
the northern boundary, based on flow ner caleuls-
tions. Because of the difficulty in quantifying
mounzain-front recharge, the western and parts of
the eastern boundaries were shifted roward the
center of the basin to correspond with imperme-
able boundaries defined by the outer streamlines
near the mountain fronts in Figure . Where the
strecamlines indicate mountan-fror: recharge,
constant head boundaries were assigned, although
if estimates of mountain front recharge were
avalable, constant flux boundaries could have
been assigned

i o = -\:“‘ ] i
R Rrasbugugeniundi =S -
{ [=2 =
" - -5
i e e e W i
S

Fig. 7. Mode!l predicted steady-rtate water-level slevation:
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Because of the lack of information on the

wtial distribution of storage coefficients, an
nnai estimate of 0.11 was assigned over the entire
‘wh. This value is based mostly on the estimate
s Reeder (1957) who calculated the storage from
amping volumes and water-level decline. Storage
wflicients were adjusted during calibration with
"l‘lsmnt water-level data.
| Average pumping rates in irrigation wells were
mimated from well discharge measurements and
imers’ pumping duration records, and electrical
ower consumption (Reeder, 1957, 1960, 1961,
1362}, Where actual discharge measurements were
st available, pumpage was estimated from records
*‘{mita' d acreage in corjunct:on with estimates

fwater ICCUH'C""]"'} s for particuiar crops (Blaney
=d Hanson, 1965). The duration of the pumping
rison is normally from April through September
hreder, 1957).

CALIBRATION RESULTS

. Model calibration for steady-state conditions
FioT to irnigation involves adjusting only the trans-
=ssivities and boundary conditions until an
sceptable agreement is reached between model
medicted values and observed water-ievel eleva-

's. However, the steadv-state flow equation

in the numerical model 1s actuallv the same as

ntont govcrnmg the rules used to construc: the
‘ow net Thus, the steacy-state hydraufic heads
*'-d'_"' by the numenczl model with these imitial
nnsmissivity data should produce nearly the same
ds as in the flow net. Only a few steady-state
uas with minor adjustments 1o ransmissivity were
ueded to produce the results shown an Figure 7
acomparison to observed water-level elevations in
fpure 6, there 1s very good agreement in mos:
215, Some sources of ervor refiecied in the mode
'sults are duc mostiv to 5"1:1!’ amounts of pump-

sruzaton in the flow net and numencal dci
cTstimate ransmissivity, speciiicalion of bou

5 conditions, and negiocling recnargs on the

..,‘."- .IOO."

The model was aiso calivrared for the irnga-
wnpeniod April 1948 to January 1955 The total
nmpage esumated by Reeder was held constan:
<nng eachrrigation season, although rates a:
tmic of the nodes were aciusted shghtv Bournd:
<. conditions were not altered in this step, and

rge from irnigation return flow was ncgiccrcd

«ransient calibration process was accomphished
mmarily by adjusuing storage coefficients in each
rd block. Transmussivity hac to be adjusted in

FrLOmen L

Fig. B. Results of transient simulation.

only a few blocks. The best results which could be

obtained in this manner, after a minimal number of

trials, are shown in Figure 8. The final maps of

transmissivity and storage coefficicnts arc shown in

Figures 9 and 10, respectively. The lower values of
transmissivity in the southern and eastern parts of
the model and high values in the central arcas are
reasonably consistent with gravity survey interpre-
tations which suggest the variations in trans-
missivity may be due mostly to changes in valley
fill thickness (Smith, 1978, Wynn, 1981).
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Caubraung the model over a seven-year perio
left four years, January 1955 1o January 1959, for
the model verification period, because the distribv
tion of pumpage in the valley. could not be esti-
-mated with much confidence thereafter. Durning
_mode! verification, all aquifer coefficients were
unchanged from the calibration process. Estimates
of pumping rates input at each 'node for the four-
year period were computed in the same manner as
during the calibration process. The predicted water
levels and observed water levels in welis for
January 1959 are shown in Figure 11. The hydro-
graphs of selected wells showing water levels in the
nonpumping season from 1948 to 1959 arc given
in Figures 12-14. These and other resules indicated
that reasonably good predictions of future impacts
due to ground-water developmént could be
expected from the model, if accurate pumping-rane
data are provided.

CONCLUSIONS

Using a conventional flow net in conjunction
with kriging to predict the spatial distribution of
transmissivity led to a minimization.of computer
effort to calibrate a two-dimensional, steady-statc
numerical mode! by the trial-and-error method. In
retrospect, it is believed that the fiow net analysis
alone would have led to nearly the same rosults for
this particular problem; however, our success may
be problem-specific, tnasmuch as large errors in
esumating the spatial distribution of In T from
flow nets could occur where hydraulic head
gradients are very low. The uncertainty prediction
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Fig 14. Water-leve! afevations in s~ east-west cross section
through the pumping center 1n 1959 {Observed—Solid Line,
Predicted—Dashed Line}, -
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.ilforded by kriging could have been estimared
1 _aitativelv by examining the density and
irlbution of the data base. Kriging of In T values
“may well prove valuable in situations where
_observed values are evenly distributed ower the area
-of mterest. In addition, one would have more
.enfidence in the inferred spatial correlation
.gructure of the dara if it were much denser, in
xciton to being more evenly spaced. Of course,
vith a large number of closely-spaced, equidistant
dizz points, the enure question of parameter este-
‘C3t00 15 somewhat moot. '
A transient calibration was accomplished by
triat anc error for seven vears of irnigaton by
diusting storage cocfncients, with only minor
(ICjLSTMENTS 1 LransmIsSIVITY and pLmping raie
Gi5ITIDULI0NS
Verv good agreement was found in using the
aihbrated mode! to precicr water levels during a
icur-vear perioc following the calibration penod.
"Trus was in spite of likely errors in total pumpage
and tne approximale Methocs used to assign
UMDINE Tates. :
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Computer. Models ._in Ground-Water Exploration

by Irwin Remson® Steven-M..Gorelick®, and Julianne F. Fliegner®

ABSTRACT

Four casc hisiones llustrate the various roles thar
digital coemputer ssmulation models can play 1n ground-water
explotatior The case histories descnibe their use in

vuating aquiter parameters and charactensucs. i

AMdung ¥.oung-water recnarge, in resolving data
wmconsistencess, and i determining the opumal allecanien
of explonuon funds The models are especially usefuiin
wenniving ¢ata deficiencies and inconsistencies.

INTRCDUCTION

Digital computer simulation models are
emploved extensively as predictive and management
tools in ground-water investigations. While ulti-
mately an aid (e water planning, the compute:
simulation approach serves equally importan:
uncnons in ground-water exploraton

The first advanizpe 0f modei development i
that it requires the invennigator 1o deternnne and
arabwith duta maueguacies Second, construchon
ol a mode! allows tne by dmga}h!gl\: to tesi g
concepualized view of s compioy ground-wate:
eoatem fnteracnonvath the mode! torces an

AULUTIIL TEPTCSCRIItOn Of SWSTCm CAITacieTNies

“lrotessor of Appoed boan Saences and Geokogs
inford Vionersity, Stanhor DG ahforna 94308
Bt warch Assistant, Depariment of GCeolopy, Stanterd
miversity, Stanford, Californ o 94305
Yk vmer Graduate Studont, Department of Geology,
Canford Lnnversins . Swanfond, abiforpn w3308,
Pne nssion upen una! Madch ] 1981

and checks assumptions regarding system function-
ing. Third, opumal aliocation of exploration funds
may be determined by incorporaung 1the simulation
model into a linear program and perfornung
SCNsITVIDY analysis.

Four casc histories are used to iflustrate the
various roles that such digital computer simulation
mudeis can plas ip ground-water exploration.

FOUR CASE HISTORIES

1. Estimating Aquifer Characteristics in the
Palo Alto Baylands, Califorma

The first case history describes the use of
modeiing in esnmaung aguifer parameters and
characteristios i the Palo Alto Bavlands, Califormia
the arca modeled s jocated on the sourhwestern
murgin of San Laanasco Bay, Californs (Figure 1),
A portion ot this marsh inats naturad state was the
subicet of & ncarssurtace hvdrogeologo ivestigation
by Hhowland (19765 The studs was intended to
ponode msightinto the funcuoning o1 1 uidal marsh
vrestind-water svstem and o develop g ground-water
modu b ior ese i marsh management

Ihe bay lands are characterized by an imtncate
network of mncised surfaco-water channels 3-5 ft
(Yol S mydecpand 5to 15t (1 3 104.6 m)
wide Shallow ground wairer as present in a 20+
(o 1 ) thack laver of “hay mud.” which consists
ot sty clay wath lenses of sand, gravel peas and
shell tragments. Hydraulio intormanion was
ol aed by instathing a bine or 5 to 1o 1 (1.5 to
3o Jeep prozometers i the marsh oposits along

/



Fig 1. Surface-water channels in the Palo Alto Baylands,
California,

a 30-7t (9.1-m} perpendicular to a matn ndal
channel. The piezometers were monitored for two
davs during a neap tide cvele. Water levels in the
prezometers responded to the rise and fali of the
channel stage

A computer model was_prepared in an attempt
ta simuliate the chapnei-marsh interactions as
r-:'fi:_'_;\gd 0 the moniored ored wells. The hvdrogeologic
svsiem was ssmuiated as an unconfined aquifer
discharging to and being recharged from the
channel as the stage varred with the ude The
onc-dimensional finite difterence model was based
upon “the Boussinesq equanion, and was soived using
a predictor-corrector techmique. Expressed in
nondimensional form, the modcel equations inciuded

two unknown paramcters The fizst parameter
corresponded 1o e ranio of hvdravhe conductvm
to storage coctnicient, and the second parameter
corresponded to the thickness of the permeabic
sedimenis

The hvdrauhic parameters werg varned
sustematically noan attemip! 1o simuiate obened
water levels. Bess resufts were obrained using an
ciicctve thickness of 2.5 {1 (0.76 m) for the
permeable laver and 1,350 11 (312 m) per dav for
tic ruvio of hydravhic conduchvity to storage
cociticient. Assurming a tvpica! storage cocliicient
range of between O 1 and 0 3. the above ratio
would indicate a large hvdraulic conducuviey
thetween 135 and 405 {t (41 2and 123.6 m) per
dayv) for the sediments in the permeable laver
Because of this anomalous result, sampling of the

uppermost 3 f1 (0.91 m) of the bay mud was
undertaken. It showed a dense svstem of roort
channels up to 0.2 in: (5. mm) in diameter Itis

. likely that the large hudraulic conductivity is a

result of ground-water piping along these root
channels. Finally, the observed water-level
fluctuations were less than the simulated water-level
fluctuations at distances greater than 6 to 8 ft

(1.8 m to 2.4 m) from the channel This suggested
that the thickness of permeable sediments becomes
less than the assumed 2.5 fr (0.8 m) at those
distances. Field excavations verified that the
permeable laver is indecd wedge-shaped, thinming
away from the channel.

The model results alerted the lmcstlgaL r to-the
need forre-evaluanod of certain ficld characreristics
of the ground-water system. This led to a realization
of the importance of piping along root channels in
the channel-marsh hydrogeologic svstem. In fact,
itis possible that a rigorous predictive model might
have 1o consider non-Darcian flow as a resuls of
ground-water piping. Finally, the_hvpothesis and
subsequent field vafidation of the thinning ot the
permeable zone with distance from the channel was
guided by the model results.

2. Determining Ground-Water Recharge in the
San Jacinto Valiey, California

The second case history describes the use of a
model to esumate ground-water recharge in the
San Jacinto Valiev, Califormia. Figure 2 shows the
San Jacinto Valiev, Cabifornia (Flicgner, 1978). It
is a graben that has been downtaulted along the
San Jacinto fault on the northeast and the Casa
Loma fault on the southwest. Bedrock rises to
over 8,000 ft (2,440 m) above the valiey floor in

Fig. 2. Ground-water subbasins in the San Jacinto Valley.



the San Jacinto Mountain block to the northeast.
Bedrock in the valley is as-much as 8,000 f1 (2,440
m) below-the.land surface. An excellent ground-
“water supply 1s found in the unconsolidated
Quaternary alluvium thart fills the graben to a

depth of up to 2,000 ft (610 m).

_ Atvarious times during its Quaternary history,
the valley bottom was covered by a lake, where ciay
scttied and formed a seemingly continuous laver
“over the Lower and Upper Pressure Subbasin

shown in Figure 2. Fine sediments in the uppermost
150 t0 200 {1 (46 to 61 m) create artesian condi-
gons. It has been the accepted view that stream
milrration and leakage to ground water do not
occur in the Pressure Subbasin. Instead, all ground-
water recharge was beheved to occur by infiltration
from streams flowing 10 the Intake Subbasin,

A preliminary two-dimensional finite difference
model was prepared using the Hhinos State Water
Survey Code (Prickett and Lonnquist, 1971). It had
no icakage 1n the Pressure Subbasin, Within a few
years after the start of pumping, the simulated
warer levels were hundreds of feet befow the
historical water levels. A mass water balance was
*her prepared Because the water deficiency was

eat and because the recharge in the Intake
subbasin was hnown, the model could be satisfied

Subbasin. Theretore. a revised model was prepared
incorporating ieakage 1n the Pressure Subbasin,
and 1t suceessiuliv reproduced the historical water
fevels .
The partial diftferenual equation incorporated
into the digital computer code used for the San
Jacinto study requires that the conservation of water
mass be satisiied The assumpnion of zero ground-
water recharge as teakage in the Pressure Subbasin
left 2 targe deticit in the mass water balance when
comparced with the large ground-warer discharge
The resuining excessive declhine 1n ground-water
leveis was readily idenuticd when comparisons were
made with the nistoric water levels Once the
p:)_ﬂl-:m was recognived, the jeakage in the Pressure
Subbasin was easthv determined because all other
values tn the water balance were hnown,

3. Resolving Data Inconsistencies at Tooele, Utah
The third case history discusses the use of
odehing to resolve data inconsistencies at Toacle,
stah Fugure 3 (Gates, 1965) shows contours based

on water-level measurements in the vicinity of
Toocle, Urah The aguiteras part ot a thick aliuvil
fan that s recharged by sireams lowing out of tie
ade o wtmoeuntuns, baored manky south of Tooele

GREAT

(9]
1Y
V b'L

SIXMILE CREEK L/

5aL
LAKE -

SALT
LAKE

Firg. 3 Ground-water elevations in feet above mean sea level
in the vicinity of Tooele, Utah (Gates, 1965).

The aguifer thickness s 50 grear in comparison to

drawdown that it could be modeled as 4 contined "’(‘

aquiter The ground w discharges 1o wells, .

L wmiter w grou . water discharpes ,
springs and Great Salt Lake in the northern part of
the fan

Prebiminary analvsis of the availlabic data

showed some mnconsst e Punspiny rests
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“ Darcv’s law,

i
i
[
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indicated large transmissivities throughout. Values
over.1,000,000 gpd/ft (134,000 ft?/d) (12,500 m?/d)
were indicated in parts of the aquifer. On the other
hand, specific capatity determinations suggested
transmissivities in the neighborhood of 100,000
gnd/ft (13,000 ft?/d) (1,250 m?/iay), and these
are out of line with the data from pumping tests -

During the preparation of a two-dimensional
finite-difference ground-water model, using the
Pinder and Bredehocft Code (1968), transmussivitics
were determined by trizl and adjustment. Because
the differential equaton thar is solved incorporates
excessiveiv jow transmissivitics
generate ground-water gradients steeper °t than the
historical gradient. Similariv, the use of excessively
high tTansmissivities in the modcl gencrates
ground-water gradients flatter than the historical
gradients In order to generate historical ground-
water gradients, the model required transmissivizies
in the neighborhood of 700,000 gpd/ft (94,000
f17/d) (8,750 m/d) in the southern part of the
alluvial fan This vaiuc was verified by a carcfuliy
controlled pump:ing test

The Ocaidental Fault (Figure 3) 15 said to bea
scmmgar_n_g_l_tlle ault where it crosses the aliuviai
fan Ye:, the ground-water contour lines in y

Yer, t
Figure 3 mecet the Occidental Faule at right angles
implving that the fault 1< 2 flow line If onc prepared
———a S —

3 computer moded that incorporated leakage across
the fauli. the mode could not generate coniours
arthogonal to the fault Once again, preparation of
a model m an artempt to generate historicai water
leveis would be a sateguard agains: the acceptance
of inconsistent data

4. Optimizing Use of Exploration Funds in
Taiwan

The fourth case history discusses a management
model that was used to determine the optimal
allocation of exploration funds {or a dewatening
projcct in Taiwan Aguadocr o/ (1977 were
corcerned with two prebiems refated to the
dewatering of a drvdock site in Tarwan (Figure 4)

The water level in the excavation was to be
mn:mamcd ~d at a depth nr'4° frasm) uc__g__n
‘...allcc' EOSS] lr.‘ Glsc.nryc Fncrclorc the '1 5t
Kh.nhlcm was to determine the locations and
discharges of wells thar would maintain water
levels at the design depth while using-the smalless
possible total discharge. The sccond problem was
todennfy the hinds and locanions of data that
affccted the management decision most so that

the avadiable explassosn tonds could be used mos

CONSTANT HEAD

BOLUNOAHY
. ;_ : i : M |— AREA YO 8f
r. T o1 & :J,,f DEWATERED
L. L3 x x X
x x X o -
s WELL LDC2 NS FROM L P SOLUTION

® MO PUMPING ALLOWED A7 THESF NODES
o 00T ’

5-_;;‘;5.-!'!'5
Fig. 4. Optimal pumping locations to dewater a drydock site
in Taiwan using minimum discharge as determined from the
Iinear programming model.

effecuvely. Qur concern herein is mainly with the
second problem.
The approach used by Aguadocral (1977)
was to incorporate a finite difference ground-water
simulation model into a lincar program A finite
element simulation was used 1n an alternatce
formulation. The difference equations together with
the boundary conditions and dewatering require-
ments served as tonstraints in the management
» model. The objective function to be minimized was
the total pumping needed to mc‘c_*_t_r_hc_tic:l.\_a[crmg
constrints while sausfyin ying rhc boundary conditions |4
; and uround watcr equations. In numcr:cal form
* The answer to the first problem was obtained by
soiving the linear program to find the locations
and discharge rates of pumping wells that would
minim:ze the objective function whilc meeting the
constrmnts, [t must be noted that the number
and locruions of discharging welis were constraimned
by the discretizauon grnid. This constraint has been
removed using an tmproved formulation that
* minimizes the total cost of the variable pumping
chatges and the ined well installation costs
{Ayuadao and Remson, 1980)
The solution to the second problem was
obtamned by subjecting the management model to
“sensitivity anaivsis to determine which system 7 ;
pararneters atlected rhc mimmum objective value \*
i Tand in which part of the system. Both
probicms were solved using [BM Mathemaucal
Programming Svstem/360 (MP5/360) .
The objective function proved most sensitive <
o values of hvdraulic conductivity along the
constant head boundaries paralicl to the long sides
- of ti_lc excavanton (Figure 4). Thereforce, the -\

|
J
i

PR ploration funds are best spent on : pumping

. testsalong these boundarics. Hydraulic Lonductmr)_’J
af the scdiments in other parts of the svstem had
less eftec: Hyvdravhic conductrvity values within
the excav1bion had naefircr an the moonemen s lgre -

~
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of the objective function as might be expected for|
~steady-state solution. Thus, pumping tests

sthin the area-to be excavated would contribute
10 useful information_to-the management of the
system. The use of exploration funds to improve
xnowledge of head distributions at the boundaries
«as shown by the sensitivity analysis to be less
sroductive than use of the funds to obrain
wvdrauiic conducuvity data.

CONCLUSIONS

In each of the ground-water investigations
d1szussed, the resuits of model manipuiation helped
aith the svstem conceptuahzation. Furthermore,
‘he site dewatering example showed how sensinvity
malvsis of 2 management model could be used to
puimize zllocation of exploration tunds After
weh experiences, 1t has become standard procedure
or us to frame problems in the context of ground-
~vater models at the inception of 2 study whether or
sot the models are needed for purposes of predicuon
r managemen: We find that the utilization of
nodels in 1dentifying data inconsistencies and
- onceptualization errors thoroughly justifies
"neir use
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:-Automated .Calibrati(_)n of a Contaminant |
Transport Model for a Shallow Sand ‘Aquifer

by K. John Holmes®, Wen-sen Chu®, and Denis R. Erickson®

ABSTRACT

This paper presents an application of an automated
calibranion technigue for the United States Geological
Sunvey Method of Characteristies (USGS-MQC) code The
maodei was applicd (o 3 shallow sand aquifer where con-
tanunation duc to leakake from a solvent reey ching plant
was detected Using availabie water-tabie observations,
transtissnaty parameters tor tne USGS-MOC model were
caitbraicd by an avtomated paramerer identification (1)
techmgue Daspersivity was determined from tral-and-crror
simuiations lur comparison purposcs, the transnussiviny
parameters were also independently calibrated by trial and-

ror simukitions The study results show that, although
tie Vi-caiibrated model can produce water-table contours
thar arc in good agreemeni with ouservanons and the con-
tamunan: plumes produced by the USGS-MOC using
paramcters determned {rom the 'l techmyue and the trial
and-errur approach are net vasth different, the paramicters
determined vy tus techmigue are not considered o be
pnssieales piausihle izl cases The best strategy an mudel
calibrratiun would be to use buth mcthods conmuncnved

’ INTRODUCTION

In the past owo decades eapgineers and scien-
tisis have deveioped a number of mathemauca!
modcls to simune g Dies and contaminan
transpors in the subsuriace stratum (Anderson,
1979, Faust anc Mercer, 1980, and Favandel e al,
198+, In cach appiication, these modcis regunc
thcinput of ceriain parameters to characicrize the
fiow and transport processes To mahe these

3In:crx:;llc Commission an the Potomac Raner Buwn,
Suie 300 6110 Lxecuiive Bhve, Ruchyilie, Mary fand
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modecls effective simulation tools, parameters must
be appropriately calibrated against ficld observa-
tions Because the validity of the simuiation
depends on how well these paramerers are chosen,
mode] calibration is a critical step in ficld applica-
tion. B
There are two basic approaches to model
calibration. Onc approach is a tnal-and-crror
process in which certain model paramezer values
are carefully adjusted until the model output
mumics some observed conditions as closcly as
possible. The outcome of this type of calibration 1s
highly dependent on the user’s expericnee and can

~vary substantially from user to user. The other

approach to modcl calibration involves the usc of a
computct scarch algorithm that computes model
paramecter values by mnimizing somec measures of
the dificrences between model solutions and avail-
abic ficld observauons. This procedure is known in
ground-water modceling as parameter wWdentification
(P1) (Y'ch, 1986). The advantages of this calibra-
von method are that it helps to reduce the number
of modc! calibration runs and 1t tends to humit the
variationan cahbraton results by different users
Paramerer wdentification is, however, not without
15 problems. The formulation for most ground-
watcr problems has been shown to be il-poscd
(Ych, 1986, and 1t works well only with abundant,
hgh-quality data {(Sadeghipour and Ych, 1984, and
Chu et al, 1987). Neither the tnal-and-error nor
the P1 approach work very well for cases with
limited data The accuracy of model simulation is
only as good as that of the data sct and of the
model calibrauon L

This paper reports the use of a simulation
modcin the investgation of contaminant move-
ment through a shallow sand aquifer The primary
focus of the study was to examunce the effects due
to different calibration approaciics an model simu-
izuon results Using the same sct of monitoring

Ve



data from the study site, the United States Geo-
logical Survey's Method of Characteristics (USGS-
.MOC)} code (Konikow and Bredehoeft, 1978) was
calibrated using bothan automated parameter
identification algorithm and a manual trial-and-error
- approach.*To compare and contrast the calibration
results, paramerters determined by the two
approaches were used in independent simulation
runs to characterize the probable migration
patterns of the contaminzr: plume at the site.

The USGS-MOC moc>' was chosen for the
study because of its excelicnt documentation, its
widsspread usage (Konikow, 1977, Warner, 1979,
Bedient e: al, 1984, and Freeberg et af, 197 EI-
Kadi, 1988), and because a parameter iden:  zation
algorithm for USGS-MOC called PI-MOC has
already been developed (Strecker and Chu, 1986).
With PI-MOC, selected parameters (fransmissivity,
dispersniry, etc ) in USGS-MOC can be found by a
quadrazic programming routine which minimizes
the sum of the squared deviations between chosen
observations and model output Formulation and
applications of PI-MOC have been reported by
Strecker and Chu (1988) and Chu er al (1987) and,
for brevity, will not be repeated here.

SITE DESCRIPTION

The study site (Figure 1) has been occupied
by a solvent recyveling plant from 1981 1o the
present. The plant processed up to 1000 galions of
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Fig. 2. Selectec cross sections at the study site.

waste per week until 1984 when contamination of
the aquifer underneath the plant was first detected.
The contaminants, which seeped through the upper
soil layer due 1o leakage from a major collection
sump, consist of a variety of organic compounds
including trichlorocthene and toluenc.

The material underlying the sitc and adjacent
area consists of uniform, weli-sorted. finc-to-
medium-grained sand (dredged spoils) overlying
native alluvial silt. Below these layers are Quater-
nary alluvium. The dredged spoils, produced from
channel dredging of a nearby river, create an
unconfined aquifer. Three cross sections through
the site arc shown in Figure 2. The sand is of fairly-
uniform thickness at the site and the lower silt
laver 1s probably continuous on-site. Nearby soil
borings drilled by the U.S. Army Corps of Enginecrs
show that : = silt laver extrends to a depth of about
50 feet. Fo  the model application, 1t s assumed
that the underlying alluvial silt is comparatively
impermeable and allows very hittic vertical move-
ment of water into lower layers Additional charac
terization of the silt layer and the underlying sedi-
ments is ongoing including the installation of
monitoring wells in the underhving aguifer.

MODEL APPLICATION

Modshing of ground-water movement and con-
taminan: cinsport at the study site first required
the derermiunation of some basic parameters.
Parameters such as specific yield, saturated thick-
ness, source location, and effective porosity were
obtained from previous investigations done at the
site, an¢ are shown in Table 1. Except for disper-
sivity, these basic parameters were not adjusted
during model cahibration and subscquent simula-
tion runs. The calibration -  dispersivity values in
the model will be reportea later in this paper.
Previous investigations have also estimated the

Z
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transmissivity of the sand aquifer to range from .01

0..002 fr¥swith the most tikely value of .006 ft¥/s.

The model boundaries are shown on Figure 1.

General ground-water flow direction at the site has

been determined through extensive monitoring
and, from this earlier work, boundary conditions
for modeling were inferred Fourteen obscrvation
wells were installed in 1985 and monitored for one
year. Locations of these wells are shown in Figure
I. From analysis of this field data, 1t was con-
cluded that the creck and the marsh, located on
the north and the east edges of the study area
respectively. are hydraulically connccted to the
aquifer during most of the vear, Monmnaring dazta
suggest that during normal conditions the creck
and the marsh act as constant-head boundaries, and
ground water at the site flows towards these
boundaries "Since such flow pattern docs not cross
the southern boundary, it was treated as a no-flow
boundary. Monitoring well data along the western
boundary suggested that part of the boundary can
be represented by constant-head nodes and the
part toward the creck can be treated as a no-flow
boundary.

Automated Model Calibration by PI-MQOC

PI-MOC (Strecher and Chu, 1986) was uscd 1n
this study for a steady-state calibration ot the
transnussivity values Although PI-MOC can be
used to calibrate dispersivities from contaminan:
concentration data (Strecker and Chu, 1986). this
opuon was not used because of the lack of good
water quahity data Instead, the dispersnin
parameter was manuaily adjusted to give 2 con-
taminant plume shape that was consistent with
field conditions

Even with the almost homogencous materal
{constant hydravhc conductivity) at the site, the
input transnussivity to USGS-MOC 15 not constant
because of the vaniable aquiter thickness (sec
Figure 23 To retiect this spatiai vaniation, the

'lele 1. Input Parameters for the Study Site

[retra X S feer
Delia ¥ S0 et
Longitudinal dispersivity 1100 fect
Rauo of transverse to longitudinal

dispersivity 030
Rauo of Ty, 10 Ty, 100
Saturated thickness 6- 10 feer
Lffective porosity 025
Speaific vield (transient case) 020
Speaific vicld (steaay-state casc) 0.00
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Fig. 3. Aquifer thickness (in feet) for the modeled area
(zeros denote no tlow region).

aquifer was divided 1nto a number of zoncs, cach n

with a constant transmussivity. The number of
zoncs used in this study varied from onc to fours
Although the sclection of a zonal patiern has been
shown to aficct the outcome of Pl calibration (Chu
ctal  1987). zonc selecuion was relatn ey straight-
forward for this study site Since the given aquifer
is composed of fairly homogencous materials,
transmissivity should vary directly with aquifer
thickness Figure 3 1s a map of the aquifer thick-
ness constructed from soil samples and well log
data Intferent spaual patterns of transmussivity
{two, three, and four zones) assumed for PI-MOC
are shown in figure 4,

P1-MOC requires the mput of the number of
zonCs, an inttial estimate of zonal transmissivity
values, and the numernic upper and lower bounds
on transmissivity values in each zonce These upper
and lower bounds were estimated from soil charac-
tenistics and pump and slug tests performed at the
SILC In Previous investigations.

Results of Pi-MOC Calibration

The resuits from all the PI-MOC runs are
summarized in Table 2 The various runs listed in
Table 2 were designed to demonstrate the effects
of transmissivity zonal patterns, initial parameter’
estimatcs, and parametcr upper and lower bounds
on the results of PI-MOC Starting {rom the intial
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estimates, all PI-MOC runs terminated after four
iterations. The parameters found in each run at the
end of the fourth iteration and the objective value
-of. the optimizatton-(which s the sum of squares of
- the differences between predicted and observed
- water-table elevarions 2t all the monitoring wells
and staff gauges) are given in the last two columns
of Tabie 2.

Transmissivity was assumed constant in Run 1.

The observed water-table gradient {Figure 5(a)]
sharpens near the constant-head boundaries of the
marsh znd the creek For an aquifer with relatively
uniform soil property (constant hydraulic conduc-
tivity), this i1s possible oniy with a decreasing
aguifer thickness (and therefore transmissivity)
near these boundaries Available cross sections at
the site (Figure 2) also confirm such decrease in
aquiter thickness The formulation of PI-MOC
apparently recognized this, and Run 1 could not
find an appropriate paramezer value in four itera-
tions |

in Runs 2 and 3, the aquifer was represented
by two transmussivity zones {Figure 4). With a
physically plausible upper bound of .01 ft¥/s,
Run 2 could not reach a convergent solution in
four nterations Relaxing this upper bound to
.05 fi*/s produced a convergent solution for trans-
missivity, but the values were considered too high
Earlier :nvestigations of the site have'estimated the
transmissivity of the aquifer to range from .01 to

0002 f:%/s with the most likelv value as 006 ft¥/s
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The use of three transmissivity zones (Figure
4) in PI-MOC did produce a solution that was
within the prescribed upper and lower bounds (sce -
Runs+4 through 8 in Table 2). Also shown by
Runs 4 through-6 arethe different parameters
found-by PI-MOC from medium; low, and high
initial parameter estimates. Run 4 with medium
initial parameter estimate produced the smallest
objective value (the best fit) by the optimization
procedure.

Runs 7 and 8 were intended to investigate the
effect of the parameter lower bound on the PI-
MOC solution. Run 7 results show that relaxing the
parameter lower bound does not affect the final
parameter values determined by PI-MOC. Run 8
results show that tightening the lower parameter
bound does affect the PI-MOC solutior. Tightening
the lower parameter bound acts to restrict the
potenuial solution domain and reduces the good-
ness-of-fit between the predicted and observed
water-table elevations as shown by the objective
values of Runs 4 and 8 in Table 2.

Runs 9 through 12 assumed four zones of
transmissivity for the site. Configuration of these
ransmissivity zones is also given in Figure 4. Runs
9 through 11 were used to study the effect of
iniual parameter esuimates on the solution. As in
the three-zone case, Run 9 with medium 1nirial
parameter estimate again produccd the solution
with mimimum objective vaiue. Run 12 also shows
the effect of tightenming the lower parameter bound.
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the most likely value of 0.006 ft*/s based on data
from the earlier investigation, model input trans-
:missivity.values were adjusted until the calculated
water-table contours compared favorably with the
observed water-table.contours. Approximately 15
USGS-MOC runs were required for the calibration.
Becausc of the “‘user intervention” during this type
of calibration, the transmissivity values found
follow consistently with the observed aquifer
thickness data The water-table contours calculated
using the ransmissivities determined from the trial-
and-error caiibrauian are shown in Figure 5{c)

Dispersivity Determination

Due to the lack of monitoring data, dispersivity
in USGS-MOC could not be calibrated as the trans-
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Fig. 5. (a} Observed water-table contours :n 1984, (b} water-
table contours calculated by USGS-MOC using transmissw ity
determined fram PI-MOC assuming three-zone characteriza
tion. and (c] using transmirssivity determined by tnal-and-
error cahbraton,

COMPUTED

OBSERVED

c)

Fig. 6. {a) Simulated contaminant plume using an input
longitudinal dispersivity of 100; {b} an input longitudinal
dispersivity of 10; and {¢) input longitudnal dispersivity
of 1.

missivity was. Instead, the proper dispersivity for
the site was chosen by comparing the calculated
contaminant plume with the general knowledge of
the plume from field investigation. Using a con-
tnuous injection well to simulate the source of
contaminatien (leaky storage sump) and the trans-
missivites determined from the trial-and-crror
calibration, steady-state runs of USGS-MOC were
made with longitudinal dispersivity sct at 1, 10,
and 100 feet. The resulting contaminant plumes
from these runs are compared with the observed
extent of the plume (in 1984) and shown in Figurc
6 The plume due to a dispersivity of 1 foot
[Figure 6(c)] was so narrow that it would escape
detection by most monitoring wells near the marsh
which was contrary to field investigation results.
The plume resulting from a dispersivity of 100 feer
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- [Figure 6(a)] showed an exaggerated spread from

- the source which was again contrary to knowledge
obtamned from ficld investgation. The.dispersivity -
value of 10 feet produced the most reasonable
plume shape [Figure 6(b)] and was eventually
adopted for further simulation.

M- ling Plume Migration

With the chosen dispersivity of 10, USGS-
MOC was used to simulate the migration of plume
ar the site from 1981 to 198+ during which leakage
occurred. The specific vicld used in thesc transient
runs ¢f USGS-MOC 1s shown in Table 1. Simula-
t:on runs were made with three-zone Pl-calibrated
transmussivities and with manually calibrated trans-
missivities.

The results from using the manually calibrated
and Pl-calibrated transmussivities are almost identi-
cal The general shapes of the resuluing piume are
similar for all runs. The major differences are in
exact contaminani concentration values The run
using Pl-calibrated parameters produced shghtly
higher contaminant concentrauons within the
study-area [sce Figures 7(a) and 7(b){ . Thus Is
due to the presence of a low-transmissivity zone
(sec Run < m Table 2) compurted by PI-MOC
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Fig. 7. (a) Simulated contaminant ptume in 1984 using
traniymassivity determined by trial-and-error method, and
(b) wung transmussivity determined by PI-VIOC sssuming
three-zone characterization (longitudinal dispersivity = 10).

that retards contaminant movement in the aquifer.

This simulation exercise once again suggests
that with limited field data and paramecter uncer-
-tainty, most of the currentground-water flow and
transport models should be used as tools to charac-
terize approximate extent of the contamination
(plume shape), rather than to predict exact concen-
tration values at specific locations (Chu, et a/,
1987).

Using the contaminant concentrations at the
end of the four-vear simulations to represent the
background condition in 1984, the model was
further run, using both Pl-calibrated (Runs 4 and
9) and manually calibrated transmissivity, for two
more years (1984 to 1986) to characterize the
behavior of the iume after the source was
removed (lcakage stopped in 1984) For all cascs
simulated, virtually ail contaminants migrated out
of the area within one year. This was expected
since ground-water veiocities across most of the
modeled area were on the order of 300 fect/year,

SUMMARY

The USGS-MOC modcl was applicd to a ficld
probiem involving aquifer contamination due to
leakage of a colicction sump at a solvent recyeling
plant. The transmissivity parameter in the model
was calibrazed, with available field data, by a
paramcter identification (P1) algorithm and by the
morc conventional trial-and-error method Both
calibration techniques produced calculate.. water-
table contours that compared favorably with those
observed in the field. Duspersivity was determined
from simulation runs which produced the most
probable shape of the contaminant plume by
essentially a sensitivity analysis. No arher input
parameter was calibrated The cffect of the calibra-
tion techmgue on predicted plume nugration was
exam:ncd by extended simulations with the
paramecters determined from the two approaches.

The paramcters found by the Pl method in
this study appeared to be sensiuve to the initial
esumate and the lower and upper bounds of the
parametcr. Although the water table calculated by
USGS-MOC with Pl-calibrated transmissivities com-
parcd closely with the observed data, the Pl-cali-
brated paramcter values were ncons:stent with
observed soil profile data Tor moe  calibration in
complex situations, .. 1 approach unight best be
uscd to {irst define certain paramicicr zoning '
patterns. The parameter values i cach zonc then
could be fine-tuned by the trial-and-crror method D
according to addiuonal ficld data and best user
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- Predictive Accuracy of a Ground-Water

Model — Lessons from a Postaudit

by Leonard F. Konikow?®

ABSTRACT

Hydrogeologic studies commonly include the
dwvelopment, cabbration, and application of a dererministic
wnelation model To help assess the value ol using such
mudels o make predictions, 2 postaudit was conducted on
i previously studied arca e the Salt River and lower Santa
(zuz River basins tn central Arizona A deternunisiic, dis-
inbuted-parameter model of the ground-water systecm
wese aliuvial basins was calibrated by Anderson {1968)
wung about 40 vears of dara (1923-64) The calibrated
mudel was then used to predect future warter-fevel changes
Juning the next 10 vears (1965-74) Examunation of aciual
witer-deve! changes in 77 wells froun 1965-74 indicates 2
poor carrelatiun between gbserved and predicied wacer-
imvct changes The diffcrences have a mcan of =73 ft-thar
s, predieted dechines consisiently excecded those ob-
wned—and ¢ standard deviation of 47 1. The bias in the
rivdicted water-fevel change can be accounted for by e

nrge crror o the assuricd total pumpage durmg the pre
diction peried Hom ever, the spatial dlstnbulum of crrorgn
nmnal
predicred water-level ch.m;:r dues nut ¢ cmrcutc with the

atial JISH bl.lilun of ¢rrors in purllpagt Cunscqucn:l-. th
uch of precimon provably s not related unly 10 £f2ui37in
aumed pumpabc but inay ndicate the presence of winer
surces of errorin the nmdmn as the twu-dimensional
representation of 2 three-dimensional pmblcm oT IhE lach
of (unndc::tmn OHJTS_[JSI\]CHCC pruttssl‘:. 1hus npe of
rostaudis 18 2 vaivaie method of \(‘I’If)HIL a made!, and an
evaluanan of predicuive errors €an provide an increased
endérstanding of the system amd aad an assessing the vaiue
of undertahing develupmient of a revised maodel.

us. Grological Survey, Maid Stup 431, Natonal
wenter, Reston, Mirginia 22092,

Received May 1985, rovised August 1985, accepred
Scprember 1985,

Discussiun open until S:p(cmbcr 1, 1986
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INTRODUCTION

liydrogeologic studics commonly include the
use of deterministic, distributed-parameter,
ground-water modecls 10 predict responses of an
aquifer system to changes in stresscs. The extreme
example of using such modcls for predictions may
bean the planning of high-level radioactive waste
repositortes, where regulators desire and require
projcctions of ground-water flow and transport {or
1.000 tc 10,000 vears into the future. Is there any
evidence, either on the basis of a postaudit of the
outcome of past predictive cfforts or otherwisc,
that deterministic simulation models can indeed
accurately predict future responscs in ground-water
systems® is forccastng the only or primary motiva-
tion for appiying a determinisuc ground-water
mudel, or docs the modcling cxcererse have some
other vatuce?®

The underiyving philosophy of process-
simulating deterministic-modeling approaches is
that. ghven a cumprgﬁc_rl_slx'g__u.rl_dcrstg_rldmg of the
processes by which stresses on a system produce
subscquent responses in that sysiem, the svstem's
response to any set of stresses can be defined or
predeternuned tirough that understanding of the
governing (or controlling) processes, evenf the
magnitudc of the new stresses falls outside of the
range of historically observed stresses, Predictions
made tius way assume an understanding of causc-
and-effect relations. The accuracy of such deter-
nunistic forecasts thus depends, in part, upon how
closcly our concepts of the governing processes
reficet the processes that actually controlthe
system’s behavior. But more 15 involved. Even if we
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have an accurate conceprual model of the
governing processes, and if the processes were
represented accurately in 2 deterministic simula-
tion model, we also need.(1) a definition of the
propertics and boundaries of the domain over
which these processes and stresses are acting;

(2) the state of the system at some point in time
ferther past or present); and  {3) an esumate {or
erediction) of what the furire stresses will be,
whrc‘n.”"hougn it is 2n obvious reguirement, is not
necessarily a trivial matcer, Thus, the “model” of
an aquifer system mcorporates processes, specifica-
tions for parameters, and stresses—

-~ Ground-water hydrelogists are becoming in- —,

creasingiyv aware that madegquate and insufficiens
data limit therehability of traditiona! deterministic
~ground-water models. The data may be inadequate
b“mqn‘f‘c' nctcrogcnmncs OCCUr of a scale
smaller than can be defmed on the bagis of avail-
able data, ime-dependent variables are momitored
too infrequently, and measurement errors exist
~ TRz purpose of this paper is to review the use
and redabiiiny of deterministic models for pre-
dicuing furure changes in ground water by
examining the outcome of 2 past predicuve effort.”
A modcel study of an area in centrz rizona was
selected a5 an enample because 1f o, resents one of
the firs: well-documented deterministic, distrib-
ured-parameter, model analyses of a ground-warer
svsicm. Consequently, it was also done sufficiently
long ago titat a long-term (10-vear) forecast penod
has passed Furthermore, there are now avatable
tistorical observanions of the aquifer “or the time
for whizh the forecast was made The purposes of
this example are (1) to illustrate how accurate {or
maccurate) a prediction made with a supposcdiv
well-calibrated model can be, recogmzing that only
himized generalizations shouid be dravn on the
Lasis of a single enample, (2 to try ¢ “olate the
sources of predictive error.and (3 te aluate the
impartance of conducting a posiaudit of model
predictions

DESCRIPTION OF STUDY AREA

The Sal; River Vallev and the lower Santa
¢ sz River basin are located near Phoenn, Anizena
(see Figure 1hand are the two largest agricultural
arcasin Anizona According to Anderson {1968,
abour 1,250 7 (800,000 scres) are under celnwva-
tan Recanse of the and chmate trainfall averages
abiout 8 inches per year), the agnicultural cconomy
1s dependent on 2 rehable source of unigation
water. Since the carly 1900, the ground water
system had been developed extensively tn the area

<

By the mid-1960's, ground warer was providing
approxmmatcly 80 percens (3.2 milhon ac-ft) of th
total annual water supply. Summarizing the dis.
cussion of Anderson (1968), such withdrawals
greatly exceed the rate of ground-water recharge
and resulted in water-level declines of as much as
20 fr per vear in ome places. Maximum declines
from 1923 to 1%+ were abour 360 ft Because of
the economyc importance of groumd water in this
area, there was much concern that contmued
dechines would cause sig- - icantly increased
pumping costs and decreased well yields As part
of an analysis of the ground-water resources of the
area, Anderson {1968) construcred and calibrated
an ciectric-analog model of the aquifer system,
partty "', . . to determine the probable {uture
effects of continued ground-water withdrawals in
central Arizona.”

The hydrogeologic setting of this area is de-
scribed in detail by Anderson (1968) and Davidson
{1979). A summary of their descriptions follows.
The central Arizona area lies in the Basin and
Range léwlands water province (Frgure 1} The
areais characterized by broad and gently sloping
valievs or basins that surround and scparate stecp
and rugged mountains. The mountains are com-
posed mamly of low-permeability eryvstalline rochs,
although some sed:mentary rocks are present. The
vallevs are underlain by thousands of feer of
unconsolidated to consolidared alluvial deposits,
including thick permeabie sand and gravei unuts. b
general, coarser matertal is found near the
mountains, which border the margins of the basins,
and fincgrained material is deposited m the
central, deeper parts of the basins. Mast ground
water used in the basin s derwed from the upper
most unit of the alluvium, which 1s 2 high perme
able sand and gravel as much as 600 f1 in tickness
Below this unit is the middle silt and clav umit,
which s discontinuous, less permeable, and as
much as 2,000 {¢ in thickness. Below that lics the
mare consoihidated lower sand and grave! unit,
«mich is intermediate in permeabibty

The water-table conﬁgurauon tn 1923, prior
w extensive development of the ground-water
resource, 15 indicated i Figure 2. At that time,
ground-watcer flow was predomunantly 1o the weg
and northwest, gencrally paralieling the flow
direcuions of the Santa Cruz, Gula, and Salr Rivers
Anderson (1968} considered the ground-water

system 10 bie 1 an approximate equilibrium condi .

tion prior ta 1923, He further states, ""Since the
carly 19207, pumping has exceeded renlenishmen
tn central Arizons, Beginmung o the cariy 19407,
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pumping was greatly accelerated and within a few
vears reached a2 rate many times greater than the
rate of recharge. Water levels have declhined 1n the
entire arez, and the rate of decline in some places is
2s much as 20 {eet per vear.”

The annual water usc in the study area during
1923-64 is shown 1n Figure 3. Because all the flow
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it the Gila and Salt Rivers, except for floodwaters,
15 dwverted for irrigation, increasing demands for
warer lave been mer primarily by increases in
ground-water withdrawals The greatest increase in
ground-water use occurred during the 1940°s and
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Fig. 5 Water-level declines, spring 1923 to tpring 1964
{from Anderson, 1968}

early 1950's. As indicated in Figure 4 by the data
for Tempe-Mesa-Chandler arez in the Sait River

. basin, the onsct of the major.water-level declines

- generallycoincides-with the-increased-ground-ware
-withdrawals, although-changes in the rate of deciine

appear to be lagging behind changes in the pump-
age. Anderson (1968) reports that the total volume
of ground water withdrawn from this aquifer
system during 1923-64 was 80 million ac-ft, and
that in 1964 the pumpage was about 3.2 million
ac-fr, of which approximately 2.2 million ac-ft
were from the Salt 'River Valley and 1.0 million
ac-ft were from the lower Santa Cruz basin.

By the end of 1964 these large ground-water
withdrawals, far in excess of recharge, had a major
impact on the aquifer system. Anderson (1968)
states, ' A general regional flow pattern no langer
exists, and the flow is directed radially toward the
center of the large cones of depression.” Figure §
shows the magnitude of the warter-level declines
that occurred from 1923 to 1964 the declines
exceeded 300 ft in places and exceeded 100 fuin
most of the study area. Thus, by 1964 the depthw
the water table exceeded 300 ft in parts of the are)
and exceeded 100 ft in most of the study area {sce
Figure 6) The increased pumping li{ts increased
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Fig & Observed depth to water, spring 1964, in central
Arizana {from Anderson, 1968},



- the costs of withdrawing ground water, hence was
of great concern to the users of ground water
-imostly.agricultural)..Anderson (1968) further
notes that another consequence of the increased
rumping since 1923 is a reduction in natural
discharge, including less evapotranspiration losses
ind less discharge to rivers, exemplified by the
observation that “‘the Gila River no longer flows as
#once did in the reach downstream from its
confluence with the Salg

MODEL CALIBRATION AND PREDICTION
Anderson (1968) used a rwo-dimensional

drctric-analog model 1o simulate the uppermost
1200 17 of the aquifer system Although the tech-
rology of ¢lectric-analog models of ground-water
syscems has generally been superseded by numerical
tgital computer) models, the principles are the
ums, and the results of both would be essentialiy
dengjeal. The analog model constitutes a deter-
runistiz, disiributed-parameter, sunulation model
ind hence provides an appropriate example for
maivzing the predictive accuracy of deterministic
gound-water models T

* The modc! was bascd en the assumption that,
prior to 1923, an equilibrium existed in the aquifer
i which recharge balanced discharge. The analog
model then sinvulates changes in hyvdraulic head
12t OCCUS in reSPONSe to changes in siresses since
iz assumed steady-state ume. The model was
ahibrated by adjusting aquifer properues, stresses,
:nd boundary conditions to reproduce observed
hstorical changes in ground-water levels during
1933-04 (as shown in Figure §). The model was
constructed at a scale of 1 inch equals 1 mule, with
nodes (resistor junctions) placed at 1-inch intervais
Vilues of the storage coefficient varied spaually in
we model from 0.10 to U 19 Unc limitation of the
model 15 that 1115 a two~dimensionai approximaton
of 2 three-gunuisionar Svstens a urdiermore,

shough the transmussivity and storage cocflicien:
w¢ proporuonal 1o saturated thichness, a hinutation
ol the model noted by Anderson was thar values of
iHese WO aguiler Properiics were not corrected

with ime to transient changes in water fevels Also,
ggnificant land subsdance s hnown to be occurring
within the modcicd arca, althougl this process was
not explicitly represented in the model. Anderson
conciuded that the mode] was a valid representation
of the actual hydrologic svstem for 192364, and
wazes, “The close comparison of the field and

model data for these periods is the basis for the
ssumption that the electnical-analog system can be
used to predict furure ground-water conditions ™

g
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Although the model is used to predict future
responses, first the future stresses must-also be

-assumed-or.predicted..1n this case, past trends

provided the basis for the simplifying assumption
that the future amount and areal distribution of
pumping would remain about the same as during
the most recent six-year period (1958-64) Thus,
the future pumpage was assumed to equal 3.2
miilion ac-ft per year. However, Anderson cautions
that, “The amount of water pumped probably will
be less because the ever-increasing pumping lifts
will make pumping increasingly expensive, and
economicaliy marginal fands may 6¢ withdrawn
from cuitivation.” He then states that this assumed
continuation of the most recent pumpage patterns
* . . will causc the predicted water-levei declines
to be greater than are actually probable.”

The model was thereby used to predict
changes in water levels for 10 years into the future,
The prediction is illustrated in Figure 7 as the
predicted depth to water in 1974. Comparison
with Figure 6 shows that the predicted depth to
water in 1974 is consistently greater than the
depth to water.an 1964, in many places by marc
than 100 fr.
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Fig. 7. Predicted depths to water in central Arizona, spring
1874 {modified from Anderson, 1968},
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Fig ¢ Helation between predicted and observed changes in
water tevel] in the Tempe-Mesa-Chandler area of the Salt
River basin, Arizona, 1964-74. Solhd line shows where
predicted equals observed values.

ASSESSMENT OF PREDICTION

Warter-level records are avaiiable for 77 wells
in the study area for both 1964 and 1974, the loca-
tions of these wells are shown in Figure 7 These
welis are distribured fairly uniformly throughout
the basins, that is, thewr locations are not clustered
In any single subarea or environment. A comparison
of the predicied and observed changes in water
level at those 77 points provides a basis for evaiuat-
ing the accuracy of the model predicuon. TFor the
entire study area, the predicted water-table dechine
averages about 50 fr afrer 10 years. For the 77
available wells, the predicted 10-vear decline
averages about 82 frand ranges from 15 ftto 215
fr. However, 10 years after the end of the modei-
calibration period, measurements of the acrual
change in water level in the same wells dechined an
average ot oniy ¥ !t, and the observed change ranged
from a dechine of 92 £ to a rise of 146 1t

The relationship between thz predicred and
observed changes in warter levels 15 1llustrated in
Figure 8 If the predictions were reianively
accurate, the data should plot along (or ciose to)
the 45° hine connecting equal values of predicted
and observed changes Instead, data from ali bu:
three wells fall below that hine, indicating pour
accuracy and the presence of a buas in the mode!
predictions Also, the data show a relatnely wide
scatter, indicating that the modei prediction 1s
imprecise The correlation coefficient 1s 0.29,
although this s statistically sigmficant az the
a = . 5 level for a gne-sided test, 1 1s low and
indicates a poor correlatton between the predicted
and observed water-level changss 1t s further
cvidence of the relatively poor accuracy of the

A

prediction of the future water levels in this aquif

System,
- Jf there are.any lessons to.be learned fram

--looking back at this'prediction, we must try to

ascertain and differentiate among the many
possible sources of error. The most obvious
question focuses on how muéh of the error can be
attributed simply to errors in the assumed furure’
stresses. In other words, if the future stresses had
been estimated accurately and precisely, would the
water-level changes have been predicted-more
closely? This question could best be answered vy
rerunning the model for the 1965-74 period urder
an imposition of the stresses that acrually occurred
Unfortunately, the original analog mode! no longe:
exists and the necessary detailed data on the spatul
distribution of pumpage and recharge in the enurc
study area for 1965-74 are not available, So we art
fimited to :nferring and deducing as much as
possible about the sources of error based on the
nzture and distribution of the errors and our
i wledge of the hydrogeologic svstem

A frequency distribution of the differences
between the observed and predicted changes (tha
15, the residuals or errors) is presented in Figure 9
The errors are approximately normally distributed
{based on the Kolmogorov D stanistic (SAS
Institute, 1982, p. 580), probatility level.
p = 0.043] and have a mean of ~73 ft, a standard
deviation of 47 fr, and range from 11 to -226 ft
ideally, the central tendency of the error distribu-
tion should be near zero and the standard deviation
should be much smaller than iz is,

From Figure 8 it 1s clear that declines were
predicted everywhere, but the changes that
occurred turned out to be either much smaller

LT
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Fig. 9. Histegram showing frequency distribution of erron

for the flow model of the Tempe-Mesa-Chandler srea of the
Salt River basin, Anizona, 1964.74.
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deehnes or actual rises, which is a significant devia-
nen frem previous long-term trends This s
dusirated tn igure 10, which shows the cumulative
terage change in warter level in wells in the Tempe-
vesa-Chandler area of the Satt River Valley and
sumated annual pumpage in the Salt River Valley
ter 1930-75, which includes most of the calibration
prod and, in contrast to Figure 4, all of the
srdicuve period A fairdy uniform trend in water-
.¢i change prevailed from the carly 1940's

irough the caris 1960's, which represented the

fie 3G vears of the model calibration period Huta
marhed break in this trend occurred very soon

aiter the end of the cabibration period This break
wrresponds closely with the change to a regume of
fsser withdrawa! that prevaded since 1964, after
yneariy constant and high rate of withdrawal that
mevaned from 1953-04, Because the prediction

was bascd on the assumpuion that stresses observed
coning the latter fow vears of the catibrauion period
wouid conunuce unchanged. the model basicaliv
couid do nothing eise but extrapolate the warter-
ievel trends observed duning the latter part of thic
ahbration period,

Esumated actual withdrawals during 196574
weraged about 2.5 milhion ac-ft per vear for the
enure model arca (T. W, Anderson, U.S Geological
survey, written communication, 1984) The dilfer-
ence between the assumed and actual rates of with
érawal, 0 7 nullion ac-ft per year, TCRTEsents an
error in the predicted future withdrawals of only
ibout 22 pcrccntpf the estimated value. Because

the amalog modcl was based on the principle of
superposition of solutions and assumed a back-
ground withdrawal of 0.5 million ac-ft per year,
the difference between the observed and predicted
withdrawals actually imposed on the model is
about 26 percent of the predicted value (T. W.

Anderson, U.S. Geological Survey, written com-

munication, 1985). Regardless, over the 10-year
period, the curnulative error then becomes 7.0
miliion ac-ft. Over the entirc modeled area of 1.1
miliron acres this 1s equivalent to 6.4 {t of water,
and over the cultivated area of 0.8 million acres
this is equivalent to 8.8 ft of water. Assuming that
the storage coefficient (or specific yield) might be
between 0,10 and 0.19, these amounts of water are
cquivalent te a saturated thickness in the aquifer of
between 34 and 64 ft over the entire modeled arca
and 46 to 88 f1 over the culuivated area. In
assessing the range of effects of the error in.
1965-74 withdrawals, we consider the cultvated
arca scparately becausc most of the water-level
observations, as well as withdrawals, are in these
parts of the basins. Therefore, it 1s possible that the

gross crror in_assumed pumpage can accougt fora
large part of the average bias in.the predicted
water-level changes.

Howevér, there still remains a relatively large
spread in the error distribution shown in Figure 9,
which will not be reduced by rcmovsng the bias Te
help assess whether this lack of precision 15 also
rciated to errors in the assumed pumpage, we.
would like to evaluate whether the spatial distribu-
tion of crrors in assumed pumipage correlates with
the spatial distribution of errors in predicredwater-
fevel changc Dat3 on actual withdrawals by town-
SR
siup (36 mi¥ arca) during 1965-74 are availabic
onlv for the Salt River Valley (T. W, Anderson.
L.5 Geological Survey, written communication,
1984, from data prepared by M R. Long. Arizona
Department of Warer Resources). Figure 11 shows
the relation between the error in pumpage for
1965-74 1n cach township 1n both the upper and
fower basins (that 1s, the castern and western parts,
respectively) of the Satt River Valley and the
average error an the prcdn:tcd water-level change
tor drawdown) for the same township The very
low correlation between these two factors
{r = ~Q 086} indicates that the relatively large
spread in errors in predicted water-level change is
probably not attributable, either soleiv or in any
large part, 1o a vatiance in the accuracy of
pumpage estimates. tence, it appears thart there are
cther sources of error in the model that have not
ver been ascertaned

;/_’
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Fig 12 Map showing the spatiai distribution of errors i,
predicted water-lavel change 19B85-72 :n the Saft Riyer and
lower Santa Cruz River basins, Arizona,

The error in the predicted water level for
. 1974 was plotted ona map of the area and&kon-
“.toured. As shown in"Figure.12, it.appecars that the
. erTors-are, not just randomly-distributed in-space,
but rather exhibit some persistent patterns in
which the errors at nearby data points are usually
close in value. However, the error pattern does not
correspond closely with the pattern for any single
factor for which data are available. In general, the
errors seem greatest near the centers of the basins
and least near their margins, bur exceptions eaist
In the southeastern part of the modeied arec. the
error appears to correlare somewhat closely with
depth 1o water and water-fevel deciine, but else-
where does not. For the area as a whole, the
correlation coefficients for the ref---onships
between the predicted water-level  _inge and the
observed water level 1n 1964 and in 1974 are 0.46
and 0.47, respectively, which are both significant
at the 0.05 Jevel for a sample size of 77 However,
the correlation coefficients between the errorsin
predicred water-level change and th: two sets
(1964 and 1974) of observed water levels are only
0.14 and 0.04, which are not significant at the 0.05
level. Thus, the crrors are not strongly associated
with water-table elevations. Also, the absence of
any important relation berween the predictive
error and either predicted pumpage or observed
pumpage is refiecred by the relatively fow correla-
non coefficient of -0.20 for both relationshaps,
and overlaying the transmissivity distribution map
on the error map indicates no important associd-
tion between these two factors
There are 2 number of factors that contributad
to the reduction tn the net withdrawals duning
1965-74. Perhaps some of these could have been
anticipated and their cffects incarporated jnto the
predictive analysis As noted previously, Anderson
did recognize the possibility that ner withdrawals
would decrease, but he did not account for thisin
his prediction
Reexamining the history of the study area for
the 196574 penod. it is behieved that the follow-
ing factors contributed to lower than anticipated
net withdrawals (1) Farmers in certain parts of the
arca ceased operations because of economic or
other reasons, thereby eliminating their with-
drawals for irrigation; (2) other farmers took
measures, such as leveling their fields, to increase
wnigation efficiency, thereby reducing their water
requirements; (3} 1n some arcas many wells were -
deepened to obtain water from decper permeable
zoncs, thereby reducing the drawdown relative to
that resulung from equivalent withdrawals from



wells that penetrate less of the aquifer;

“{4) additional surface water-was available for -

~imigatiom, reducing the-dependence on ground

~water for supply; (5) in April 1965 an unusual flow
wvent resulted in about 20,000 ac-ft of recharge
from infiltration in the channel of the Salt River,
which is otherwisc normally dry (Briggs and
Werho, 1966} and {(6) significantly greater than
werage precipitation occurred in the Salt River
watershed 10 1972-73, and the subsequent unusually
iarge runoff resulted 1n the direct recharge of about
05 milhon 2¢-ft of water aleng the river channels
dunng 197374 (Babcock. 1975}, Local variations
in these same {actors also could have contributed
w0 the vanability in the error distribution

It is aiso possibic that crrors in the observed
data could be contributing to this variability n the |
=rrors. For example, individual water-fevel measure-
menzs mayv not reflect the local static water level,
perhaps due cither to recent prior pumping in the
observation well or to transient effects from pumps
ir. nearby wells going on or off. These sources of
error could not be sccurately assessed from exisung
historical records Of caurse, it should not be
evpected that long-term predictions based on long-
term average stresses would predict fluctuations or
shorz-term variations in response to short-cycie
stresses (such as focal transient well effects) or to
unusual hvdrologic conditions (such as seasonal
recharge from a usually dry river channel)
Beeause signiiican: fand subsidence 1s known

W be occurning in parts of this study area
Schumann, 1974, Laney and others, 1978). the
possibility was considered that this process, which
was not explicitly represented in the model, could
account for some of the crrorin predicted water
levei change. The land subsidence 1s caused by the
tompaction o! the unconsolidated or partiv
consolidaied sediments in the aligvial-fili basins,

pressibility of the sediments and to tae dechine in
head in the aquiler, the latter of which s obviowly
induced by the major ground-water withdrawalsin
the area Schumann (1974) shows the land
swubsidence that occurred within the study arca
from 1948-67, Lancy and others (1978) present
maps of the study arca showing the extent ot
observed land subsidence in the lower Santa Cruz
River basin from 1905 to 1977, Their data indicate
that the greates: subsidence wichin the study arca
occurred in the lower Santa Cruz basin, where as
much as 12 5 fr of subsidence were observed,
whereas less than 5 {1 of subsidence are reported
for the Salt River Valiey, Within the lower Santa

N

Cruz basin, Laney and others show that most
(morc than 90 percent) of the subsidence occurred
since 1948; as seen in Figure 10, withdrawals since

‘1948 were-consistently greater.than. those prior to

1948, cxcept for a few years during the 1965-74
predictive period. Furthermore, they show that the
greatest subsidence (between 7.0 and 12.5 {1)
occurred in two arcas that total about 120 mi?.
The largest of these two arcas is about 110 mi* and
is located in the southwestern part of the basim
near Eloy.

Hydrologically, the compaction that causes
land substdence also in effect acts as a source of
water to the aquifer system. If this fluid source
were not accounted for in the modcl, then the
water produced by compaction might causc the
actual drawdowns to be less than would occur
otherwise, which is indecd the nature of the
predictive error observed here. However, if this
hypothesis were correcz, we would expecr to sce
some spatial correlation between the amount of
subsidence (as shown by Shumann, 1974, and
Laney and others, 1978) and the magmitude of the
error tas shown in Figure 12). Companison of these
two factors shows that the maximum subsidence
zone ncar Eloy corresponds closely with a high
error (> 100 fty zone in that same arca. but that
clsewherc there is no obvious association between
patterns of crrors and subsidence. As much as 4 ft
of subsidence were observed in the Eloy area
during 1965-74. As a first approximauon, if we
assume that 4 {t of subsidence gencrate 4 f1 of
water and If the specific yicld of the aquifer in that
arca averages 0.15, then the subsidence may cause
the water level 1o be 27 ft higher than it would
have been otherwise. In the remainder of the study
arca the subsidence during 1965-74 averaged about
1 1t, which may sinularly be equivalent to about
7 ftof head These cstimates are equivalent to
abour 20 pereent of the error around Eloy and less
elsewherce Furthermore, if the compacting sedi-
ments are dissenunated and distributed fairly
unifornily with deprh, then both land subsidence
and the storage cocfficient are hnear funcuons of
aguifer compressibility. Because much of the total
subsidence through 1974 occurred during the
model calibration period, much of 1ts impact
would have been imphaitly incorporated into the
model parameters during the calibration process,
most Likely through compensating errors in
estimated aquifer propertics and stresses. Then if
the rate of subsidence (or ratio of rate of subsidence
to rate of water-level dechine) were essennally the
same during the calibration period as during the



predictive period, the predictive errors resulting -
7from not explicitly considering the subsidence

--process in the modetwould probably-be negligible. -

of the basin (R. L. Laney, U.S. Geological Survey,
written communication,.1985). This implies that

. ~theeffective transmissivity may: have changed

--.~Lancy and others"(1978) present subsidence~ -~ - z-significantlyswhenznd wheredewatering has

data at various times from 190% through 1977
aiong a northwest-southeast cross section that
passes through Eloy. These data indicate that
subsidence during the 10-year predictive period on
the average represented about 33 percent of the
to:al subsidence that occurred through 1974,
although the percentage ranged from 12 to 71
percent. However, although ground-water ieveis
dechned farly steadily during 1948-64, on the
average the water level did not decline during
1965-74, yet subsidence continued at a significant
or even accelerated rate, at least near Elov. This
could be explained if the compacrting low-
permeability sediments were restricted to just a
few discrere but perhaps relatively thick izvers
within the tortal verucal profile of the alluvium. In
such a case, the compaction and subsidence would
be related to the compressibility of just these low-
permeability sediments. rather than to an effective
compressibiliry for the envire aquiter thickness,
and the scdiments within the low-permeability
beds could continue to compact for years after
ground-water levels had stabilized The water
produced by the compaction process would act as
a delayed-yield or transient-leakage phenomena,
which would cause long-term water-level declines
to unit stresses 1o be less than they would other-
wise if there were no leakage It :- s appears tha,
for the Eloy area, the lack of consideranon of the
land-subsidence process in the model contribured
to the error in predicted water-level changes during
1965-74 For the rest of the modeled area, theres
no evidence toandicare that this cauld have beena
sigruficant facror

It also follows that such a signi? . ant lack of
uniformury with depth tn the properucs of the
sedimernts would impty the evistence of sigmificant
vaniations in hydraubic conductiviry and speaific
storage with depth This could induce significant
vertical components of flow in places, which
opviously could not be represented in the two-
dimensional model of Anderson, and might thus be
a con:ributor to the predicuve error. In face, Laney
(R. L. Laney, U5 Geological Survey, written com-
munication, 1985} states that in much of this area
at least thres layers of differing transmissiviry
would bz re ired ro adequately deseribe the
system For exampic, the uppermost and haghest
transmissivity laver has gradually been dewater=d
since the 1940°s and now s saturated only in paris

+ occurred. A rigorous test of this hypothesis would

- require the construction of alternative two- and
three-dimensional models, which is beyond the
scope of this study.

This example from central Arizona illustrates
the weakness of basing a prediction of aquifer
responses on a single set of assumed future stresses
Because the uncertainty of the (965-74 stresses
was not assessed, we do not know whether the
actual 1965-74 responses fall within some associat.
confidence interval; hence, we cannot make a
judgment based solely on these predictive errors as
to whether the model is “good’" or "'bad.” In cass
like this, it would be preferable to assess the
uncer: aty in estimated (or assumed) future
stresse. and then present the forecasts as a range of
responses with associated probab:lities of occur-
rence or confidence intervals. Because Anderson
had indicated (correctly) that the assumed stresses
were probably greater than would occur, the
predictions can be viewed as a “worst-casc”
estimate From that perspective, the model
predictions are reasonably accurate

CONCLUSIONS

There is no sure way to reliably predict the
future, but, because management decisions must be
madc, predictions of future conditions are needed
and will be made in onc manner or another. To
make the most reliable prediction for a given
ground-water problem, all relevant information
should be considered and evaluared in order 10
arrive at the best estimate of the future be:wvior of
the system. Deterministic sirnutation mog-. . can
help accomplish this quanuitatively by providing 3
format 1o integrate and synthesize all available
information In a manner consistent with ...cories
describing the governing processes. Our present
understanding of the many processes affecung
ground water 1s sufficiently adequare 1o allow us,
in theory, to forecast the behavior of 3 ground-
water system, In practice, we are severely limited
by the inadequacy of available data 1o describe
aquifer propertics and historical stresses and
responses, and by an inability to predict future
stresses

Overali, extreme caution 1s required in making
presenting, and accepting predictions of furure
ground-water behavior. Partly because the
confidence in estimates of future stresses decreases

/O



_with length of predictive time, and partly becausc
listorically observed system bebavior may not:
..wefiect the relative dominance or.strengths of
.different governing processes under 2 new set of
suresses, forecasts will have greater uncertainty
with increasing predictive time. The example
discussed in this paper showed that calibrating a
model with more than 40 years of data, in itseif,
Jid not provide a rehiable basis for predicting
changes 1n ground-water levels for 2 10-year period.
This example, although certainly neither exhaustive
in scope nor [irmly conclusive in tmphcation, at
kst tends to raisc serious questions concerning
our ability to forecast the future state of ground-
water svstems A a nunimum it can be calted on to
guestion the credibiiity and vahidity of predictions
of waste transport in ground water for perhaps
ihousands of vears 1n areas where there may be no
nsiorical observations of flow or transport
pirenomena Regardless, all ground-warer predic-
uons shouid be accompanied by some indication of
their uncertainty; confidence intervals and explicit
satzments of probabihities of occurrence should be

In ight of tiic predicuve accuracy demon-
wrated by the modelin the enample presented in
‘s paper, one might legrumately question the
sdlue of deterministic ground-water models.
Although, i general. deterministic ground-water
smulanon models represent 2 valuable ool for
nalyzing acuifer systems and for predicting
ispenses to specific siresses, the predictive
iccuracy of these models does not necessanly
represent their primary vajue Rather, they provide
1means o quantitatively assess and assure the
consistency within and between (1) concepts of
:ae govermung processes. and (2) data describing the
cicvant coefficients In this manner, @ model hclps
@eanvestigators improve ther under standing o
e factors coniro

Anaguiter-simulazion model 15 no more than
inappronimation of a complen ficld siuation.
JPPIO\I:IIRUUH e aissn}s

olling ground-warcer flow

SIPTOVEMERTS in e
sessibles thus, models should be considered as
Lsubgeet o
As new

SnAMIC TEPTesCiiial s O‘ nanus
Athier refinement and l.,1:).u.gn.cr.‘
wormanion vecomes available, previcus forecasis
:ould and shouid be modificd. Feedback from
wel:minary models nat only hclp< annves: ng:tor
"1 ser improved p.lor:::cs for tHc collccuon of
icdiional data. but aiso helps test hype
-QRCeTNINg EOVCTAINE PTOCESSES 1N ordcr to devclop
improved conceptual model of the system and
sroblem of concerrs In sununary, the primary

value of deterministic ground-water models in

.many analyses is in providing a disciplined format
.to improve one’s.understanding of the aquifer

system.. This, in_turn, should allow better manage-
ment of ground-water resources of an area, regard-
less of the predictive accuracy of the model.

It is fairly common now for comprehensive
and intensive hydrogeologic investigations.to
include the development, application, and calibra-
tion of 2 simulation model, as well as to use thag
modcl to make predictions. it 15 also not unusual
for data collection and monutoring efforts in the
study aréa o be curtailéd after the project has
ended. This will inevitably result in a future
deficiency in data on actual stresses and responses

- duning the forecast period. The uncertainty in the

natural and man-imposed stresses may be so large
(as in this example from Arizona} that 1t appears
impossible to separate out the other sources of
error tn a postaudit. Although 1 the Arizona case
it 15 possible that errors in assumed stresses can
account for all predictive errors, it is more likely
that errors in conceptualization and 1n estumated
values of hydraulic parameters have also
contributed. But the significance of these factors
remains largely eiusive. It seems reasonable to infer
that the usc of a more fincly discretized two-
dimensional modcl would not have improved the
predictive capabilities for that aquifer system, but
that a three-dimensional model or the inclusion of
the land subsidence process might have helped

It should be recogmized that when modcl
paramerers have been adjusted during cahbrauon
to obtain a ““best fit'" to historical data, thercusa
bias rowards extrapolating existing trends when
predicung future conditions, in part becausce
predictions of {ururc stresses arc often based on
exisung trends Thus, although one advantage of
deterministic models is that they represent
processes ang thus have cause-and-cffect refation-
ships bult into them, careful attention must be
paid to the accuracy with which future “causes”
(stresses) can be predicted (or estimated), because
that can be the major source of error in the
predicizons of Tuzure “effccts™ (system responscs)
Furthermore, concepts inherent in a given model
(for example, two-dimensional flow and verucally-
averaged parameter values, or assumed geometry
and boundary conditions) may be adequate over
the observed range of stresses, but may prove to
be oversimphified or invalid approaimations under
a ncw and previously ineaperienced type or

" magniude of stresses

The example also clearly demonstrates thao if

g



2 model is to be used for prediction, it should be
periodically posraudited, or recalibrated, to
incorporare new information, such as changes in
" 1mposcd stressesor revisions in the-assumed
* conceptual model. in the example, in spite of the
inconclusiveness in pinpointing the exact sources
of error, the postaudit pointed out the large
predictive error and the major change in withdrawal
trends that fortuitously occurred immediately after
the end of the calibration period. The original
forecasts had been extended 1o 1984, and
subsequent to this 1ype of postaudit. the extended
prediction could have been revised 1o more
accurately accoun: for the change in pumping
patteras and the occurrence of occasional but
S:EEI:‘.:CJ:: rccharg: evenis

Thus. in general, predictions should not be
made and accepted burt then forgotten, plans
should next focus on conducting a postaudit.
Sufficient data should continue to be collecred
after a prediction s made so that the model ean
conninue to be tested and evaluated as the stress
history in the area continues to evolve. A postaudut
offers the only true wav to “verify' 2 model, o
the senst of demonstrating its predictive accuracy
for 2 pariienlar field apphication Butr morc
imporiani, tne evaluation of the nature and,
magnitude of predictive errors mayv itseli lead to a
large sncrease i the understanding of the sysien
and in the value of 2 subsequently revised modcl
Rewvised predictions can then be made with greater

renabihiny
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- . How Good Are Estimates of Transmissivity from
- . :Slug Tests in Fractured Rock?

by Allen M. Shapiro® and Paul A. Hsieh"

Abstract

Stug tests in fractured rock usually arc interpreted with models that assume homogeneous formation preperties, even though
hydraulic properties of fractures can vary by many orders of magnitude over the length of borcholes. Ta investigite the impact of
heterageneity on the interpretation of slug lests in fractured rock, stug tests were conducted over large intervals of borcholes in crys-
taliine rock in central New Hampshire, and interpreted using a homogencous model. The results of the slug tests were then com-
parcd with estimates of transmissivity from Quid-injection tests conducted over shorter intervals in the same boreholes. The fluid-
injection tests showed transmissivity to vary more than siv orders of magnitude over the length of the borcholes: however, the sum
of the transmissivities lrom the fluid-injection tests were within an order of magnitude of the transmissivity estimated from the slug
tests. Although the two estimates of transmissivity were within an order of magnitude of each other, the water level responses dur-
myg the slug tests did not exactly mateh the responses predicted by the homogeneous model. To investigate the effect of heterogencity
on water level responses during slug tests. a Laplace-transform solution was developed for slug tests conducted in boreholes con-
tatning multiple fractures with hvdraulic properties that vary over the lenpth of the borehole, A comparison of this solution with
the homogencous model shows no difference between the shape of water level responses in a homogencous formation and a (lay-
ered) heterogeneous formation. Furthermorce, the transmissivity estimated using a homogencous model is within an order of mag-
nitude of the prescribed transmissivity in the heterogencous muodel. Thus, differences between responses predicted from a homo-
eeneotts model and measured water levels during slug tests can be attributed to phenomena such as nonradial flow in the vicinity
ol the horchole, and not heteropencous hydraglic properties over the length of the borehole, The experimental results of this inves-
tization show that even when conditions such as aonradial flow are present in the vicinity of the borchole, interpretations of slug
tests using a homogeneous model provided order-of-maumiude estimmates of transmissivity in the crystalline rock terrane under con-
sideration.

Introduction

Slug tests are single-hole hyvdraulic tests used 1o estimate for-
mation ransmussiviey. T.oand storauvity. S Usealis, slug tests are
conducied by perturbing the water lesel m a weli and monnonng
the subsequent water-lovel response Because the volume of water
used o perturd hyvdraulic conditions i the weld v small rebative o
e solume of fuis mthe tormation. slug oats stgess only aosimall
volume of the formaton about a pven weii Thus, slug tesis can-?
no e used o deternune large-scale tonmnaiion propentcs ur o
I\."_‘.",ilij- nclerogencits mn fornaton propertics, windd, are anpostang
tactors wien considenag fand moesament and contanusast g
Lon wosubsurtace envitomments, Nevertheless, sfug wsis are
regarded as a simple and efhicient means ol estimaung T and S 1n
the vicmily of a given well o many formauons with conimminated
waters, shug tests are regarded s the only mcansy o imvdragle
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charactenzanon, because they involve fimited contact with contam-
inated formation waters and thus, honted costs associated with
vleaming equipment and disposal of contaminated waters extracted
from the formation Consequently, slug tests have been apphied
widely 10 charactenzing a variety of geolopic settings, mcluding
uncansahidated sediments and fractured rock. '

Solutions w mathematical models of <lug tests in fractured ruck
bave been geveloped by several mvesugators. Barker and Black
i 1983 conaidered slug tests i a tormation where horizontal frac-
tures intersect o borehole and interact wath regularly spaced slab-
shaped rock muatrices between the fractures Dougherty and Babu
(YRS 1YR5) salved the equations Lor slug tests conducted 0 a
humugeneous dual-porosity medium, including the effects of a
horchole that panially penctrates the formation. Karasaki et al.
{IU8K) developed arange of stug test solunions that consider dif-
terent combinations of Now geomelnes in fructures intersecting the
horchole

For the most part. the solutions discussed above have relied
upun the assumption of homogeneity in furmation properties, even
though 1t 1s widely recognized that hydraulic propenties of fractures
can vary significantly over the length of boreholes. Furthermore, 1n
many cases, the water-level responses from the slug test solutions



discussed above arc nonunigue. meanmg that ditlerent combinations
of parameter valucs and 1Tow peometrtes may lead 1o similar
nvdraulic responses 1 the borchole (Barker ad Bluck TYR3;
Karasaky etal. F98%) Thusat s difhicult to apply the sotlutions dis-
cussed thove to dificrentute-among conceplual models and uniquety
wenufy formation properties.

Conscguentty. slug-test solutions developed specifically for-
fractured formauons are not commonly applied when esumating T
and S from slug tests conducted in fractured rock. Instead. models
of slug wests developed for homogeneous porous media have been
used. for example. the models of Hvorslev (1951). Cooper et al.
11967 and Bouwer and Rice (1976, even though the measured
water levels from slug tests i fractured rock may show only a gual-
atnve simuianty o these models Theretore, when charactenzing
fractured rock terranes using slug tests, where heterogeneny
fraciure propertes 1s anucipated, we must ask f estimates of T and
S are reasonable i they are based on conceprual modets of home-
geneous porous medid,

Barker and Black (19830 performed a companson between ther
slug-test solution and the siug-test solutton of Conper et al (1967)
Barker and Black (1983} showed that estimates of T made using a
homogencous model were within an order of magnitude of the trans-
missivity of the fraciures However, their comparison was based
on their conceprual mode! of fructured rock. which assumed homo-
gencous fraciure ~roperes over e fength of the borehole. Harvey
(1992) v esugated the esuaiaion of formatwn properues from stug
tests sumutated in three-dimenswonal, random hydrauhe conductivity
ficlds, however, the distnbution of heterogenenty was not repre-
sentative of fractures in rock termanes.,

The purpose of this paper s to examine cxpenmentally the
robusiness of interpresing slug tests m tractured rock with i con-
ceptual model that assumes homogencous parous-medium prop-
ernies Boreholes completed in erystalling rock m the Merror Lake
watershed in central New Hampshire were tested hvdraghealls
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Figure 1. Map of Mirror Lake arca in New Hampshire and location
of bedroch borcholes.

sty two methads, shrg toses and Chod-nmgecnen westes usay
straddle-packer appusatos, The straddic-packer appaiiius provid
detated estumases o s iy oves S antenvaals of the i
hole: whereas the slug resis were conducied over mtenals w
same barcholes that ranged from 8 to 106 m i length The tran
mssevity estumated fom the slug tests. useng tise soluiion of Coap’
ctal. {1967 ). 1s compured with the sum of the uansmissivitics e
mated trom the fluid-injechion tests over comparable sections o'l
borehole 1o investigate the effect of assuming homogeneity win
interpreting slug tests conducted in borcholes with beterogencon
fracture propertics

This paper also examines the role of helcrogeneous fractu
properties on stug-test responses A Laplace-transform solution
daoveloped toinvestgate slug tests conducted m borcholes havin
fractures with vanable T and § over the length ot the borehole B
presenbing distrtbunions for T and S, the slug-test response ma he
crogenecous formanon as compared with the soluton of Cooper .
al, (1967) o anvestigate the effect of assunung homogencous to
mation properties when interpreting <lug tesis

Mirror Lake Site

The Murror Lake watershed s at the lower end of the Hubbw
Brook Valley in the southern pant of the White Mountams in cer
tral New Hampshare (Frgure 1y The Marror Lake watershed In
partly within the Hubbard Brook Expenmental Forest, whach isa
ecosysiem rescarch site operated by the U.S Forest Service, Starun
in 1990, the U.S. Geological Survey instalied an array of borehaolt
an the bedrock and prezometers in the glacial dnttin the Mimor Ly’
area and Hubbard Brook Vailey as pan of investiganons o devels
and evaluate field echmgues and mterprenve methods of chara
terizmg tud movement and chenueal transport in fractured roc
over distunces from meters to kilometers (Shapiro and Hsieh 199
1996, Shapiro ctal 14995), The hvdroubic wests and interpretation
discussed in thas paper are o part of the rescarch imtiative i frac
tured-rowk hvdrogeology at the Mirror Lake site. :

In the Miror Lake arca, peline schist, which was folded an
mctamorphosed 1o a siliimanite grade, has been extensively intrude:
by dikes, anastomosing fingers and pods of granite (Banon 1996,
Small amuounts of pegmatite and lamprophyre in the form of dike
alsoare present in the bedrock. The distnbution of rock types an
tractures 1 road cuts and outeraps in the Mror Lake area indicate
that granic and schist are not spatially persistent over distance
gredter than approxmatedy 15 m. and the spaual conliguration o
these rock v pes s hughly e gular Funthermore, the granite appear
10 b more demseds fractured than the scihast, and the frctures in ik
cranite appear wbe shoner and more acarls planar than those in tin
schint i Baron 19960

Borchoies i the Mirror Take areir are cased through glacial dnf
and completed as open holes i the bedrock The borcholes arn
approximately IS e in diameter and generally are completed
depths ranging trom 60 to 300 m. Figure | shows the location o
barcholes i the Mirror Lake area o the end of 1996, The hydrauli
tests desenbaed an this aricle were conducted w boreboles CO2, FS2
FSY Riand TR

Standard peophyucal logging tools, an acoustic-televiewe:
log and a submersible borehole television camera were used 1n eact
borehole 10 determine the location and onentation of fractures
borchole characienstcs and rock type (Johnson 1996; Paillet 1996)
Figure 2 15 an interpretavon of the acoustic-teieviewer Jog conducted
1n 3 portion of borchole Ri. The figure shows an opened and on- 2
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Depth Below Top of Casing (meters)
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Steel casing

Fracture

.

Gpure 20 Doaribution of fractures interpreted from acoustic-tele-
ewer log of borehole RY from 20 to 33 m below top of casing.

cnied view of the inside of the borehole wall and the locaton of frac-
tures mterscecting the borchole The fractunng in most burchales 1n
the Mimor Labhe ared s similar 1o that shown i Figure 2. In gen-
erui. ularge number ol tractures intersect the bureholes, however,

Transmissivity.{mZIs)
10"

10®* 10°% 107

Rock Type

Depth Below Top of Casing (meters)

Intervals of Borehole Containing Fraclures ,

EXPLANATION
Stesl casing
Granite

Schist

Presence of one of more fraciures
In 1.5 mrinterval of borehoie

Yo Acoustic televiewer log nat conducted

Figure 3. Bistribution of transmissivity interpreted from flumd-injec-
bon Lests, rock type and fractores in borehoke R1.

barcholes are not urdormly fractured, and the degree of fracturing
depends on the rock type (Figure 3).

Slug Tests

Slug tests were conducted in intervals of boreholes CO2, FS2,
53 Riand TR1 Inflatable packers were instailed in these bore-
holes ta 1vdute large intervals for the long-term montonng of
kv araulic heads in the bedrock (Hsich ot al. 194%0) 1n boreholes FS2.
FS3OKaid TR, two packers were installed in each well o iso-
late three mtervals, while in borchole COZ. one packer was instalied

< tosalate twontenvals The intervals ranged from 8 to more than

fodtnan fength (Table 1) The intervals were instrumented so tha
Tuad pressure i cach interval could be momtored from tand sur-
lace by diredtly measuring 2 water fevel open to the atmosphere
(Figure 4) The water level in the middle interval of each borehole
was gecessed using continuous ubing that extended through the
upper packer The water level in the lower interval in cach bore-
hote was aceessed through the core prpe thiough the center of the
pachers

Slug tests were conducted in each interval of the boreholes by
adding water to the 5.08 cm diameter pipes at land surface (Figure
4) The water tevels in the pipes were montored over ume using
pressure transducers connected to a data logger Manual measure-
ments using an clectne water-level sounder were made penodically
as 4 check on the transducer readings. Water-level responses from

d



Tabie 1 )
=, Teansmissivity and Storativity Fstimated from Slug Tests (using sofution of Cooper et al. [1967 ]
in Intervals of Boreholes CO2FS2, FSL R and TR, atthe Marror Lake Site and the Sum of Transanssivities
frenny Fluid-Injechion Tests Conducted in Similar Intersals of the Same Boreholes

= Interval Botlom:
Depth below

Interval Top:
Depth below

= sumnber of Fluid-
< Injectom Tests

Shug Test:
Storalivity
ol intersal

Sug Tesl:
- Frammannsavity
of Inteesal

- Ruid-InjectionTest:
Transmissivily Sunnned

Top of Casing * dap of Casing aver Interval over intenval

Well Name m m meis mf

co:? L2 26 4 94 x j07 2700t 10 % 10"
co: 31z 0l 6 5 1.0 = jot s~ ot RN Tt
FS:2 108 7 by 7wt

FS2 333 66 2 4 2.3 = 107 Toox Wt s 1ot
rs2 66 8 HOE Y £ 33 x o7 EN IR [N o
F§1 12.2 262 1 82 % 1t Is o In” VNI
HEN 264 47 R 25 0" Su~xan’ IR TV
[z 60 2 22t 1 62> 10" 24N o I
K: 204 3G | 2.3 = ot 17 =0t ENE R
g kIR o 3 G S0 - 100 Ls - 0t it
Rl b5 3 194 2 15 32107 90T 1= 10
TR! 518 611 I b9 on 0T LT 1w dpt
TR. 6l 7 9l & 4 12 = 10 0 % 10" N IRt
TR 927 1912 1 I I It~ ane Frosoapt

® Borenoir FS3resincted a3 190 o m Flud-aimeenions 2 ant conducied betow 1960 m,
*® Horzauie R 1 resticted at 105 5 m Diwd-injecnon eats noi conducted below 165 5 m

SR RESpuinse fouy SIOw 10 Measyre

7.98-cm-DIAMETER
PVC PIPE

15.24-cm-DIAMETER
WELL CASING

508-cm-DIAMETER
STEEL PIPE

NYLON TUBING

UPPER PACKER

OPEN HOLE

313.cm-DIAMETER
STEEL PIPE

LOWER PACKER

Figure 4. Instrumentation for muttilesel momitering of hvdranlic
head in a bedroch well.

the slug tests conducted in mntenvals o, totchole R are snown i

Figure 5. In Figure 5, the dimensionless water-level response in the

well. AHZ3H,, s plonied as 2 funcnon of tme, wiere AH iy the time-
varving change in the water level from the mtal satie water level
and AH,, s the minal change in the water level at the onset of the
sfug test The oscillatory water tevel recorded 1 the upper interval
af the well is the result of water moving hetween the 5.08 cm
diameter PVC pipe and the Jarger (15 24-cnn diameter well casing:
m the upper anterval, water was poured mto the 508 em diameter
PAVC pipe o inihiate the stug test

Transmissiv ity and storaliviny were estmuted trom the resules
ol cach sl test by using the solution of Tooper eral (19670 - ach
I on the wssumption of rdiadly svinmetoe Bow macon, .od,
ot cncews and psotropic tormation, where the well fully pene-
trates the formation Estmates of T and S trom cach slug test were
tade by numimizing the sum of the s . od residuats between
e measired dunensionless water level ana the solution of Cooper
ctal 11907 The nuninueation procedure 1~ based on the tollow-
My CAPICSSIOL

SAARE Y AHT Y
AH (T B (r)) . "

tan iy = v
nieB :-,( AN, aH,

wihicre s e sumof the squared ressduial o AH s the change in
water leselas predicted by the solunon ot Cooperetal (1967), AH
st measured change e water leve! ttong the slug test, a s the
dunensinaless constant detming the ratio of storage i the lorma-
hon 1o storage i the borehole, a=r; $/r7, 1 s tiwe raurus of the bore-
hale roas the vadius of the caning 1, coeresponds to times at which
cyquinaient values of A and AH are aclicved, N s the number of
pennits o comparson beeween the slug-est data and the soluton of

Cooper et al, (19673 and {4 «cates the time an the solution of

Cooper et al (1967) 1o compantson with the mcasured waler lev-
chy ity analy s, values of ¢ correspond to AHZAH, and AH7AH,,
equalte 095,090, 085,080 ., 005 Incases where the slug test
wis termunated pnor to reaching the ambient water level in the inter-
val. @ truncated senes of values for t was used in performing the
ansumazation procedure The vales o a and B which minimize

la
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Figure 5. Water lesel responses Tor slug tests conducted in borchole R1
and the stug-test solution of Cooperct al, (19671

the sum of the squarey residuals i Eguanion i are used westimaie
Tand S, 8 v used o estimate T oand aos used o estimate S (Cooper
ctal 1967y Tnthis anais s, ondy values of wequal o 3007 1 7,
s, 0 were considered i the numanzation procedury
Values of Tand § estimated tram tne slug tests gaing the nin-
imzation procedure discussed above are givenan Tuble | Frgure
Soshows e 1 perween g sluy sl data and the solution of
Cooperet al (1967 cror e stug wests aanducted iianiervals of bore-,
now Ri Ingenera, the tesalts of the slug wests shown an Figure 5
resemble the shape of curves predicied by the soluton of Cooper
etal [4967) However, the match between the data and the type
curves 1s not an cact one. the differences are most pronounced at
the carly and late times Junmg ine tests The solution of Cooper ¢t
al (19671 assumes horogencous tormation propeities, whereas tie
boreholes at the Miror Lake sie have numerous tractures with dit-
ferent hvdrauiw properties over the fength of the tested intervads
tn adduon, fracture connectivity and individual tracture properties
may create flow conditiuns Gt are not radially symmctnie about the
well.
% The transnussivity of the tested imervals ranges over three
orders of magniude, 107 1o 107" m, whicn s reasonable in

SWITCHING
VALVE

AR FLOW METER

WATER LML
- DATA LOGEER

. PAESSURE TRANSDUCER
/ “BLEED"VALVE
' PRESSURE
TRANSDUCER
PACKER
INJECTION YALVE ——9
TEST INTERVAL
b |
&% B
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Figure 6. Instrumentation {or conducting Quid-injection tests in a

bedrock well.

light of the heterogencous distnbution of fractures in the granite and
schist at the Miror Lake site. The storanvity estumaied from the slug
tests ranges from 107" o 10-7, where most of the values of S are
at the extremes of this range. This range of storatvity probably s
not physicallv realistic in grunie and schist: however, estumates of
S usually wre regarded ws being unreliabie from single-hoie tests such
as slug tests The range in the esumates of S also may indicale the

- assumpoions imphicit in the soluvon of Cooper et al. (1967), (or

eaample, radialiy symmetne flow, are not being encountered in the
wsted intervals

Fluid-Injection Tests

Fluid-intection tests were conducted 1n all boreholes at the
Mirror Lake <ite to provide a detmled description of the hydrauiic
properties an the bedrock  Fluid-ingection ests were conducted
using o straddie-packer apparatus, which hydraulbically 1solates a
short mterval of the borehole (Figure 6)0 usually, a 5 m interval was
used tor the Nuid-imgecuion tests. For cach test, Mwd was injected
between the pachers using o pressunized tank at land surface. while
the flew rate and fluid pressure in the isolated interval were mon-
itored, Flud pressures above and below the isolated interval also
were measured as a means of cheching lor fNuid leaking around
packers or the “shont-circuiting™ of Mluid to the borehole through frac-
ture connections in the rock Fluid pressures were measured using
pressure transducers, and an m-hine Towmeter was used to measure
the flow rate, A valve was used {o swilch between two flowmeters
dependeng on the permeability of the packed-off interval. Onc
flowmeler was calibrated between 6 75 % 173 and 5.09 x 107}
liters per second (Lfs). while the second Nlowmeter was calibrated
between 2.93 % 1073 and 1.33 X 10r! L/s. An air-actuated, down-hole
valve in the packed-off interval was used to stan and stop the flow
of water duning the test

~

"l
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Frgure 7. Ty pical results for fiuid pressure and fow rate measured in
the packed-off intersal durtng Aud-ingection tests.

Intervabs Tor flud-imection wests were chosen on the basis of
the aceustic-televiewer survey of the borchole wall Only those see-
uons ol the horehuie that penctrated fractures were tested Intenvals
that penetrated no lractures were assumad (o be below the detee-
tion lunit of the fiowmeters mthe apparatas, which s approxunaichy
S0 POt L

Typical responses for the fluid pressure m the pached-olf
interval and the fiow mae dunng an mjecuon test are stown in Frgure
7. ALt start of the test there s an merease 1 bath the fluid pres-
sure and the flow rate as water pressunzes the borchole between the
packers Gradually the fiow rate declines and beging o stabitize as
the fomiion aceepts Nud The test s continued untal a quasi-aends
o rate and Tund pressure are achieved tusually watlan 10 nin-
utes) A second Tud imection st s conducted ai o higher e -
tion pressure tFigure 7o testif tracture properties are J lunction
of the mection pressure For tests conducied i thie creaalbine
rock of e Mirror Lake wea, there was no detectable chunge in nic-
LErE PrOPCRLICS OVEr 1N Fange ol Rjection prossures used

Lsing the fiow e, Q and the change in by draubic head. Ah,
measured 1 the packhed-oft mterval af the end of the ovectoa e,
the ransmissivity ol e packed-oft interval can be extiunated using
the Thiem equation (Bear 1979,

0

K
= _- In( J
2=an /o

where Kos the rudios ot influence at wlieh there s assamed o be
o change i e nyvdraudie bead, and s the radius ot the boreiuic
For tests conducted ut the Murror Lake site, the borehoie radius is
0075 m and the radius of influence was assumed 1o be 3 m,

The Thiem equation is hased on the assumiption of steads -stute,
radial low in g bomogencous wsotropic and conlined formation with
novmeasured draw down at a given radial distance (R) trom the well
However, ransient responses are exhibited i the Mud-anjectuon e,
even at the end of the test pentod. thus, iterpreting fud-pection
lests using a steady-state assumnption s an approsimaton Although
transtent pressure responses from ine flutd-injecuion tests can be
interpreted to estunate T, anadyses that consider the vanable finw
rate and the compressibitiny of the straddle-pacher apparatus vso-

Gy e not waranted because olles simpliiving asamphions (o
example, rudially divergent flow) mav not be appropiate Thus, et
mates of T tram the Thienr equatton are tegarded as order-or-nug-
rrude estimates: n general, we iy anticipate T an estimnae of
T hromeEquation 2 should bedower than that obtained 1tom an e
pretation of the transient pressure responses. because i steepet
hydraulie gradient is rmposed by fixing the drawdown o be et
at a distance from the well. R. Also. the radius of influcnce 1s not
known; however, only order-of-magnitude changes in the radius of
influence will affect esimates of T.

Esumates of T from fhind-ingection tests conducted in borchole
R1 are shownin Figure 3. The mansmissvity of the tested (tractured)
intervals range from the detection frrut, which 1< about 1R, 10 107
m*s Flow in the untes: = runfractured) mtervals v assumed w be
below the detection lu. The results shown i Frgure 3 are typr-
cal ol most boreholes m the Mirror Lake arca The transiussivity
over the length of the borchole varies more than siv orders of
magnilude and there arc only two or three highly transnussive
intervals over the entire fength of the borchole Esumates of T for
muost intervals are two or more orders of magnitide below those tor
the most permeable intervals. Funthermore, estimates of T do not
vy simoathly over the length of the borchole The most permeable
entervals may be adjacent o unfractured micrvals or mtervals with
transmussiviy at the detection hmit

The lower parts of bureholes FS3 and R1 were maccessible to
the straddle-pacher apparatus due to restricions 1 the borehole
diameter However, stug tests conducted in FS3 and R1 probably
icsted the enure lower interval of these borenoles. because 1t s
unlikely that the restnctions hvdraubicaliy isolated the fower section
of the borchote.

Comparison of Estimates of Transmissivity
I Table 1, the transmussavaty sstinaled fronn e slug tests usng
the moded of Cooper et al (19671 s compared 1o the sum of the
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Figure 8. Transmissisity estimated from slug tests (using solution of
Cooperet al. (1967} innteryals of borehales CO2, FS2,FS3, R1, and
TR1, and the sum of (ransmissivities from Nuid-injection tests con-
ducted sn similar intervals of the borchalbes.
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trnsiissiveiies estunated rom Hud-ipecton e conducicd m the
wunie borcholes. Figure 8 shows a plot ol the reseis covenan Fable
1 where the fogartum of the tvaesnmuates v s comparzd i
cencral, the.twa estmates ol T o g onven e b s waian an
arder ol magmiude ol cach other and Frore S siones Hiee s o
appeuenl bias between the two estimites of T However loriests con-
ducted in the lower intervals oi borcholes B8 3 mind REC the ineer-
pretation of the slug tests provided a larger estimate ol T than the
wum of the rransmissivities from the fQuid-injection tests (Table 1),
This may he the result of being unable to access a pornon of these
mntervals with the straddle-packer apparatus becauase ol restric-

uons 1t these borgholes. thus, the sum of the transinssivines from |

the Thnd-impecuen tests docs net account jor the rapsmussin ity of
the infervals that were inaccessible

Tie fiud-nzection tests provide detnds of the vanable tan.-
mussiv iy over the length of the borchnies However, the sum ot the
transanssivities {Tom the find-injection wats is within an order of
mugnuude of tne estimates of Tanterpreted trom slug eses using o
honogencous porous medium modet Although the sfug tesis and
fiuid-inrection 1ests most likely are tesung o sinular volume of
rown apowd e borchiofe, 1t v unhively that a better corelation can
pe achieved between the estimates of T rom tne o tvpes of
st Tie terpraiatuon of the fluid-injeciion st~ aeunwes a rades
ut mltuence and o steedy-state Tow regime, whercas o ransent Hud
Tespanse s assuied i the mterpretation of the slug esis.
Furtiermore. because of the hkehhood of compley fracime con-
auchvity i the vicinay of the borehole. both tests probabhy are sub-
et o nonradiad low However, both ests may not be atleded ~sim-
tarly oy a nopradial flow regime. beeause the slug tests and
flutd-mmyection tests are conducted over ditlerent lenpths o e
wine borehoie. Therelhve, the difivrence between the estmates of
T frony te stug tests and fluid-mgection ests showld be consdered
witaun the error ot the analyses, Pinadly, because o steads - stae mier -
pecldbiei ai e ﬂuul—m_wcmm tests was consadered. estimates ol
storatie ity from the Thnd-mpecnon west were potmady Thus antoe-
ran o e v an IDl‘Il\‘ of 5 over the kength o the porenole 15 m
Gt Tor SompAnisan Wi e estniude of S e e ey

tanon o the slug tests.

Heteroreneous Fracture Properties
and Stug Test Responses

Adthough tne two estirmnates of Tdiscesed aos s are swathian
ander o magniude of cach other, the measured water vy dung
e sheg fest do not evactiy match the tope cu os predictod by e
modet of Coaper etal 11907 Leremaims ro e seen wi e thys
oAU aru At o INC ncolerosencous fracture piopeihss o iy
angin ol the parchote ar oiner provesses such s nonnatial fow
U vy ol e borchoic eRanrasakes o P o endiaal.
peracion betwesn actures and g porous rocs matiny s and
Black 1983 Lo this section, weamveshgate the eltect of condugt
A slug tests in barehodes having heterogencous thac e proper-
o~ The equanons delneny the water-les el cesponse v oslae
testare sobved for condiions where the horenodo ismiciseaad m
tamerous TrRIgtures, each with uimngue hvdouhe propeiies 1 -
tures sitersectng the borchole are assumicd (o respond anajosousis
o a bavered formation in which there 1s no hydrauhy commusie s
non between fractures (Figure 9), Furthermore, cach Iracture s
assumed 1o be humogencous and soropie, and thus. flow s radi-
aily sy mmetnic about the barchole in cach traviure
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Figure 9. Canceptual model of multiple lractures intersecting a bore-
hole as a favered aguifer where T, and 8, are the transmissivity and
storativity of indvidual fractures.,

T3, 53

The concepiual maode! discussed above 1s analogous o layered
tormanions considered o other aquitet-testanterpretations
CWhramsaratia 19840 Karas tha et al (19880 atso considered slug
tests 1 porcholes that mtersected two tavers, here, that solution s
cxtended to consider multiple fractures itersecting the borehole.
O roushs, this conceptual medel s a semplification of complex frac-
tered rok formastions. nevertheless, the results of this analyvsis
wali aliow: us 1o llustrae the effect that heterogeneous fraciure prop-
cities ttave on waler levels duning sfug tests, and the estimation of
T and § 10 such tormations using models that assume homogeneous
porous-medium properies.

The Laplace-transform solution tor the water-level response dur-
e sl e conducted 10 borchole thatintersects muluple frac-
tares 1> piven i the Appendia. o thas solution, we assume that there
ate s diserere mumber of Tractures, where Toand § =12, .0 M. are
e wansnsaiy aned storativaty ol the mdividuat fractures inter-
sectise e borchole, and Moas the numiber of fractures intersecting
the borehole The effective furmation transmassivity of the hetero-
geneons model Ty, s asswmed o be the sum of the ransmissivities
ob the wwlividual fractures, or

LH
T,= T, (3)
ot .
The formaton storativity, however, is not readily defined from
the storativaucs of the individual fractures The formation storauivity
depenas on the hvdraviic diffusaviy, T/S, of the individual frac-
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Fipure 11, Four cases of slug tests in boreholes having multiple fructures with difTerent tronsmissivity and storativity ; the solution from the het-
erogencous model (given in the Appendinvy s comparvd with the slug test solution of Cooper et al, (1967),

tares. Only for the case i wiisch the storatis ity of cach fracture i
the same will the tonnanon storauvity be equal e sum ol the
storativiiies of the individual fractures

The slug-test soluton ina heterogencous tarmation will be
campared swath the sedunion of Cooper otall (1907 1 ioiiustrate thy
cftect ol heterogenary on slug-tess responses Estgnates o tonmanen
transnussivity trors the solubion of Cooper et al (14967 wall be
denoted by T and sall be made by nmimnuzing the sam ot (b
saiared fosnduais between e two solutions an amanner samlae
that diseusaed Tabkosang bguation 1

To |Llu\1r.|lc the cltect of heterogeneous tracture propertics on
slug-test responses we first simolate several simple cxamples of 1
borehole intersected py two draciures oaly This wall be tollowed by
more compley evamipics, where distitbutions 1or Toand S, e
assuimed for g nuine: ol ractures, Figure 10 show s four cases ol
shug tesis simulated i boreholdes antersected by two lractures,
where the fractures hase ditferent hydraulic properucs. infigure 1,
extreme values of 5, are examined, for example, vanabihits ot
storatvity of fractures may be dependent on the presence of frac-
wre-Nl matenal. in cach case, the water-level response of tne slug
st simulated 1n the heterogeneous model is compared 1o the solu-

ton of Cooperetal (1967) The formation tmnsmussivity as defined
by Eguation 3 s compared to estmates of T using the solunon of
Cooper ctai (1967 The results of this companson are given in
Table 2

From the results shown in Figure 10 and Table 2, the follow-
ing conclusons are drawn. I the storatvities of the fractures are
cuual, wisle the transtmissiviies are difterent. T,y s estimated cor-
wedtiy by the homogencous mode! (Frgure 1041 1 however, the
transtissavites of the fractures are equal, while the storativities are
difterent there may be errors i estnating Ty using 2 homogencous
inedel tFigure 10b). However, the error in estmating Ty from the
homegencous model is within an order of magnitude of the calcu-
lated transmissivity from Egquation 3 1n cases where both the
trusinssiviny and the storativity of the Tavers vary (Figures Hie and
[1id), the robustness of estimatng T, using a homogeneous maodcl
depends on the storativity of the fracture with the largest trans-
missivity In Frpare 10¢, the fracture having the largest transmissivity
has the smallest storauvity (1.c., a negative correlation beiween T
and S) In this casc, there 18 1n an error in esttmating Ty | however,
again, the ervor in estimating Ty using a homogeneous model is less -
than an order of magnitude. In Figure 104, the fracture with the G



lur‘__'chl transmissviiy also has the l:n'__‘c\l RLLLNTFANTRN In s case.
there is no ervor in estimaimg T, using i homogencons model
- Furthermore. in all of these examples. the shape ol the water -level
- responses as precicted by thetheterogencons odel s sl o the
shupe o the response for the homuogeneous model, -

In Figure 11, slug-test responses in borcholes antersecied by
muluple fractures with varving hydraulic properties are considered.
In the examples shown in Figure [1, 20 fractures are assumed (o
intersect the borehole. The transmissivity of the {ractures 15 assumed
to be log-normally distnbuted with a geametne-mean transmissis iy
(T equal o 109 m?/s and a vanance of Jog Tt equal to 19,
In reahizations of the tran<imissivity, these parameters produce val-
ues of T, that vary over siv orders of magnitude or more For the
stug-testresponses spownan Freure [haand b the storans ity of
e rraciures alvo s assumed 1o be Jog-nonmaliy distriouted watn o
ceometnic mean (S egual to 1077 and a varance of jlog,S 1o'y)
eyual to [ O
assumed 1o be uncomrelated. pro=a oty ol
i the correlation coetlicient of log T, and log S, and o pq 18 the
covanmance of Jog,, T, and log,,.S, In Figure [1b. the ransmissivity
and storauvity are assumed o be negatively correlated wath

In Frgure Llad the transnussiviey and storativ ity are
=0 where

ps = — Dothus, darger values of transmissividy are associated w o
ve vormetation between T and §

anse il fractwnes contun Aull matenal, fra. -

stnatler values of storatnai \u‘.:'.‘

tor ir
teres with il muaterial may have lower permeabitity than unfilicd
fructures whide also baving a larger storatviy than entilied Iraciures,
in Figures laand b, there s only a shight error m estimating the

when using the model of Cooper

actures mas faturdlis

formation transnssisits et b
1967y tsee Tanle 2y

In Figures 1o and T1d, 20 traciures also are assumed woonter-
sect the borehioie The transmissisity of the Fractures agant s
assumedd o he ‘lw_'-nnrmull} distributed where 7= 1 mdrs and
af = U Howssen e inese cases e tractires e issamed (o have
d BN AU o Jog S0 w iR s dsstimied Lo be e swm

ol twanomial distnbuions where equal probabihioy s gnen e cadh

uistziby ton Bor the results showrom Frgares Tio and 11, the
sannaee of te modes of the distriputons are assumed oo be seno,
thus, the storanvity assiened to tie tractures is enthes 10 o0 107

Bamadal values of storats iy rather han a continucus distizbation
af storativity could arnse s some Tractures are flied with the wime
tvpe of geatogie matenial while other fracture s arg wntilicd in
and bog S have oniy g siizh negcatn o o

U T, and S
dively correlated tan the

Prgure Moz, T

Lanon, whnle sn Figure ArCassamed o be more nee-

case shownan Frpare 1o The oo o
where S, has disorete bunodal s aiues produces more pronouncea dit-
terences between T, as presenthed i the heterogeacous siodel and
LIC LransT s Y ostinadien from te honwogencous mode! i cases
ok x]!\

wheTe Ui storatnv iy continiousks sanes oner e tang oo

wbution Boweser agan mbiguies Thooand TRE s coner
estating the tnansinssisaty with the homogencous moded e o
than an order of magnitude (Table 2)

As wias the case for the betepogeneous tudel with 1w o tociee
e cases where 2D acrures are assuaned foipteesedt the borctiog s
cid not alter tiw stiape 04 e waner Loy e response uy L ompareae Lo
the homogrneous mode! Thus, difierences bebween the shupw o
mease o8 water-lesel responses aiad the bismogencous mod b
Couper et al 11967 must be atnbuied to phenomienas other thaa hets
erogencous fracture propertics. Phenomend such s nonradial tow
or changing flow peometnes i the vianity of the borchole (Kaneaka

vt sl F98E) or the hvdraulic iteraction between tractures and .

ponous tock nnes cBacher and Bhaos Poissr e e st asl s

causes of differences between measued slug aind e

Pt

LIS sportags

homezencons model ol Conper cral

Summary and Conclusions

Slug tests are used commonly o estinnae ansmissiviny. T
storauvity, S. 0 the vicinuy of borcholes i fractuted tock wi-
runes  However, solutions that have been derved specticalls 1o
interpret slug tests in conceptual modeis of fractured rock have oo
many paramelers to abtain umique fits beoween predicted and mea-
sured water-level responses Therefore, sug tests i fractured rock
usualiy are mterpreied with models that assume homogencous toz-
mauon properties. even though fracture propertics may van over
the length of the borehole. or measured water iy el responses nun
onky qualitanvely resemble the predicted responses of e homeoe-
geneous model Tas paper investigated the impact of heletogeneos
fracture propenies on siug test responses amd the estimanhion of T
using an mterpretive model that assumes homogencous lommaton
propenics.,

Siug tests were conducted 1n five borcholes in cryvstalhne rovk
in central New Hampshire i mtervals that ranged from § o more
than 160 m. The siug tests were mterpreted usinge the solubion of
Cooper et al. (1967), which assumes homogencous T and S over the
tested interval. Fluid-imjection tests conducted oser 5 m intervals
1 the same
orders of mazmitude 1n the sorchoies However, the sum of the trans-
missivities from the Nuid-injection tests were witlun an order of mag-
nitude of the csttmated T from the slug tesis The water-jevel
responses of the slug tests, however, did not exactly match the pre-

horcholes showed the transmissiviny 1o vary over s

dicted responses from the solution of Cooper et al. (1967)

Tomestigate the effect of heterogencons Iraciure properties
ou sug-test responses, a Lapluce transform solunon was developed
tor slug tests conducted t borcholes comamimg muluple fraciures
wilh varving hydiauhie propenies over the lenvth of the borchole
LUsing a tomogencous miodet to estmate T i iwncholes havimg trac-
tures wath varsing hvdrauhic properties resutts o errors of fess
than an onder of magnitude. The vanahility in the storativity of the
tractures mfucnces the magnitude of this cnor For cases where the
sorativities of fractures vanies conunuously over the range of a dis-
tributton. crrors i estimating T using o hamosencous model are less
than = percent However, Tor cases where the stoeativities of the frac-
tures have diserete bmodal values, errors i estimating T uang s
humogeneous madel were chawn 1o be as preat as 30 pereent for
the cases considered in thes paper

Fusthermore water-level respanses i slug tests conducted m
borchoies wilh heterogencous tracture properties over the bength of
the horehole have the same shape as '\lu};-x.m[ rusf\'c_m-.cs n homo-
gencons tornons Thus, differgnces between meisured waer-level
respenses duning slug tests and the responses predicted by the
homogeneous model cannot be attnbuted e fracture properties
thai «aryv over the length of the borchole Differences between the
homaozencous model and measured water-ievel responses duning
sug tests age most ikely the resatt of phenomena such as nonradsal

How - the vanang ccometry of ow e viamty of the borchole,
orll pderacion ixoween tractures and o porous rock matria

e experimentyl results of this myvesngation showed that
cunm.nlcs of T interpreted using a homogencous model of slug-test
rC\{Km‘-C\ provided ordet- of-magnitude cstumates of T in compar-

ot flud-injection tests using a straddle packer apparatus in crys-
13lline rock in central New Hampshire All fractured rock terranes



may not yield similar resubts to those given here. However, the con-
ditions 1n the crystalline rock considered 1n this tnvestrgation are
treme decause the transmissivity of fractures varies over six
ors of magnude i most borchodes and plenomena such as non-
eadiad flown the vicinty of the boreholes s detecied Thus., mter-
-prenng slug tests mn fractured rock using a homogencous model of
formauon properties may be adequate tn providing order-of-mag-
nitude esinmates of transmussivity 1n the vicinuy ol the borchote in
mwost fractured rock terranes. However, caution shouid be used 1n
capphving the esumates of T from slug lests. because slug 1ests
" hvdraulicalty siregs onty a smali volume of the formation and thus
cannoi be used 10 interpret formation heterogeneity or large-scale

. formaton properties
AN

Appendix
The conceptual model of traclures intersecung a horehole
givenin Figure 9 ix consicered There is assumed 1o be no cross flow
between the fractures, and cach fracture is assumed tw be homo-
geneous and 1selropic Furthenmure, under ambrent hyvdraohic con-
dutions, the hvdraulic heads 1n tne fractures are assumed to be
cquu! and spatalty uniform Also, fncuonal forces along the bore-
hole wall are assumed to be negligible Thus. throughout the dura-
tion of the slug test, the hvdraulic head tn each fracture at the
borehole radius s cqual o the water levelin the borehole. This 15
expressed as :
1= 12000 M

w(i)=hlr=r.t} (A D)

¢ witys the bme-varving water levelin the borehole, h) s the

waubic head 1g an individual fracture denoted by the subscnpt i,

r1s the radial coordinate measured from the center of the well.r s
the radius of the open inienal of the borehole, tis time and M s the
totai numiber of fractures miersecting the borchole,

The slug testis conducted by perturtang the water leved inthe
burchote att = 0 and then measunang the subseguent water-ievel
response The squanion governing the conservation of fluid volume
in the borehole is

. dw = ah
S :‘T?.ET.-—' ., =0 (A2)
dt T or

wnere 1o 1s the radius of tne well Casing and T, 18 the transmisss -
iy of anindividual fracture denoted by the subsenpr s Eguation A2
15 supject to the intal condition

wit=i=t, =hu=r =1 =12, .M (A 3
wiere Hpwthe water fevel o the well ai the onsel of the sug test.

The solstion to Equations A 2 and A.J requires a knowledge
of the hvdrauuc responses in the individual fractures The equation
o1 {uid volume consen aton an cach fracture 1s wntten

“n, I @ [ ah,
- = TI‘ - (['_‘) =0
i r oor ar

= 12..0M (A4

where S, the storativity of an individual fracture denoted by the sub-
script 1. Equation A4 1s subject w the intial condition

hirot=0i=H =12, . M {AS)

-

e

\

where 11 s the spatiaiy uniform vdrauhe head mocach Sacune o
the onset of the shug 1est Eguanon A1 weitten ior cach fiacie
serves as the boundany condinon at the boschoic ton BEguanon 4 2
The boundary condiion lorcacl tracture an o dislanes i o
borehote i

hir=—+=ti=H =12 ... M (AL
For the purpose of solving the previous equations and com-
‘parin the results with the model of Couper et al (1967), the fol-
towing dimensionless variables are considered

, H - w A7
RELLL A7
Y THTH, (A
b= D
" H - H, (A8
. _ Tt
= — (A9)
l’;
r
0= - (A1)
T .

where w', h', 1" and r’ are the dimensionless forms of w. h. tand 1.
respectively. and Ty is the formation transmussivity for the system

of fractures,
M
T, = T

(A.1D

Imroducing the dimensioniess variables mio (A TH(AQ) viclds

witr=hir' =1, =12, .M {A.12)
bw’ S ah

_(u' *3V”. __1’. lr_1=() {(A.ID)
dt - ar

wit'=sth=l=h'tr=1t=0) =12, ..M (A {d)

a, dh’, I f ah'

sl 1L, —‘:'-) =0 1=12 ..M (A.15)

(LA roar L dar

higr =t =0 1= 1.2 .M (A.16)

hia"— < 'y=0 =120 LM (A1)

where the dimensionless parameters, o, and a, are defined as

T
b= =12 ..M (A.18)
I,
'S
g, =0 =12, M (A.19)
[
Taking the Laplace transform of (A.12)-(A.17) yields
T":E_'(r’: 1) =12, .M (A.20)



pa, — | 4/ ah' .
- ——"—(r' 4) =0 i=12.. .M (A2}
T, rtoAar’ ar
hotr' — =1 =0 1=(2.... M (A.22)
M 1T )
— ah
| *‘pw"f-lzfrla—"’r_,._o (A.23)
T

where v and B are the Laplace transforms of w' and h,'. respec-
tively, and pas the Laplace transform vanable

Tac solution to Equation A21. wsing Equations A20 and
A.22 a5 poundary conditions, 1s

— . -pal)
Kol r y—
o nl \ o
o= - 1=1.2, M. (ALY
[ ipa,

where K, 15 the Bessel function of the second kind of order zero

The solution for w s obtained by introdecing Equanon 4,24
inte Equauon A 27

— I

W= DT
P
Kl =)

Y

p~-2 z vpa, T, — {AID)
[ K ( .'pa,)
0 \ |

where Koois tne Bessel funcuon of the second bind of order one
The Laplace transtorm solution for the dastnibunion ol the
hedrauhic head imcadh Trocwire s obtamed by mtrodicimg Pgaaios
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The real-tune solunon tor w” and h; s obtatned by numencully
inverting Equatnions A28 and A 20, respectivels ¢ Stehted 197
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- . Scale Dependency of HydraUlic
- Conductivity Measurements

by Charles W. Rovey II° and Douglas S. Cherkauer”

Abstract

The hydraulic conductivity of five stratigraphic units in 2 carbonate aquifer has been measured with slug, pressure, and
pumptng tests. and with two calibrated digital mudels. The effeetive test radii range from less than one 1o greater than 10,000
meters. On log-log plots hydraulic conduclivity increases approximateiy linearly with test radius to a range between 20 and

220 meters, but thereafter, it is constant with scale.

The increase in magnitude of hydraulic conductivity is simifar to scaling effects reported at seven additional sites in &
variety of geologic media. Moreover, the increase in magnitude correlates with an increase in variance of log-hydraulic
conductivity measured at successively preater separation distances.

Therate of increase in both perameters, and pariicularly the range, have characteristic values for different pore systems.
The larger ranges are consistently present in units with greater secondary porosity. Therefore, scaling effects provide a
qualitative measure of the relative importance of secondary and primary permeability, and they can potentially be used to

distinpuish the dominant type of pore system,

Introduction

Considenng the effort devoled to studying scale effects
on dispersivity, it seems strange that hydraulic conductivity,
a more fundamental parameter, has not-been similarly
investigated. The lack of attention 18 even more puzzling,
given the numerous anccdotal reports, amountng to com-
mon knowiedge, that lab tests consistentiv give hvdrauiic
conductivities less than field tests. A compilation by Herzog
and Morse (1984) remains one of the few sources where the
scaite of measurement was specifically recognized as a factor
fur these differences.

The relationship between hydrauhic conductivity and
scale, however, 1s more complex than a simple correction
lactor between lab and field measurements. Bredehoceftet al.
(1983) compared hydraulic conductivitics of a shale as mea-
sured by lab, siug, and pumping tests with that from 2
calibrated diptal mods! The long-term pumping testin an
underlving sandstone had a radsus of influence of approxi-
mately 10,000 m, and gave a simular value tor the overlying
shale as the calibrated model value. The lab tests had values
approximately one thousandth that of the regional value,
while smatl-scale ficld measurements, stug tests, had valucs
approximateiy onc tenth of the regonal value Therciore.
hydraulic conductivity appears toincrease with scale regard-
less of the method of measurcmeni. Based on ficld mca-
surcments at different scales, we first quanify how hyvdraulic
conductivity vanes with test radwus for five hydrostrati-
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graphic units within a dolomite aquifer in southeast Wis-
consin (Figure 1). These results arc then compared with
published data of hydraulic conductivity {rom additional
sites in a varnety of geologic media and with variograms of
log-hydraulic conductivity distnibution. The 1increase in
hydrauiic conductivity with mecasurement scale appears to
be a general phenomenon which is correlated to an increase
1n the variance of its distnbunon.

Previous Work

The most complete repornt on the scale dependency of
hydraulic conductivity measurcments is by Bradbury and
Muldoon (1990). They measured hvdraulc conductivity at
scaics trom approximately [0 to 10° meters in both glacial
outwash and mixed outwash-diamicton (fine-gramed glaci-
genic) sediment. In both media regmonal estimation methods
{pumping tests, digital models) gave hvdrautic conductivi-
tes approwimately three to five umes greater than small-
scale ficld measurements (stug tests) and ncarly 10 times
greater than lab tests (Figure 2a, b). They also noticed that
scale cffects vary with the nature of heterogeneity. Hydraulic
conductivity of outwash sands increases with test radius at a
log-log siope of 0.38, whereas the mixed outwash-diamicton
increases at g greater slope, 0.92.

Bruner and Lutenepper (in press) and Keller et al.
{1986} measured hydraulic conductivity in jointed, clay-rich
glacial tills with lab, slug. and pumping tests { Figure 2¢, d).
The measurcment scale is not as accurate in these cases, but
using the best esumates, hydrauiic conducuvity increases
with a slope of approximately 1.0 to a range between two
and five meters on log-log graphs

Sauter (1991) investigated a mature karstic himestone
{Figure 2¢). The rate of increase in hvdraulic conductivity
(0.66) is intermediate between the jointed tils and the po-
rous outwash, but the most notable diffcrenceis the range in
scale effect, Hydraulic conductivity increases with mea-



surement scale to at” least 3200 meters, a much greater
distance ‘than -the jointed or granular media. Thus, an
increase in hydraulic co-luctivity over. many orders of
magnitude in test radius appears typical of karstaquifers in
contrast with shorter ranges in other media.

In summary, data available to date suggest that differ-
ent geologic media have characteristic measures of scale
effects (slope and range). Further, these measures may be
useful in distinguishing different types of flow (1.¢. granuiar,
fracture, or conduit) in cases where 1t is unknown. In the
remainder of this paper we test this hypothesis, first with
datafrom acarbonate aquifer compnsed of numerous strati-
graphic units {Figure 3a). and then with values gathered
from previously published reporis.

Data Base
Hydrostratigraphy

Rovey (1990) and Rovey and Cherkauer (1994a, b)
divided the carbonate aquider of southeasiern Wisconsin
into nine major hydresiratigraphic units by correlating
hydraulic conductivily irom pressurc-injection tests with
straugraphic intenvals (Figure 3b). Each hyvdrostraugraphic
unit has a regionally consistent hydraulic conductivity
reiated to depositional environment. lithology. and modc of
sccondary porosity Fine-grained (mudstone) hthologies
have little macroporosity, and ground-water flow 1n thesc
units is predominantiy through jounts. Coarse-gramed units
contain both intergranular porosity in grainstone facies and
moldic porosity 1n packstone facies, produced by selecuve
dissolution of {ossil grains.
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The upper 6 meters of rock (weathcred zone on Figure
3b)-are characterized as incipient epikars: and constitute a

- .. separate hydrostratigraphiclayer. The weathered zone cuts
- -acrossformation boundaries; but is developed almostexciu-

sively in the fine-grained; joint-dominated strata which
comprise the majority of the aquifer. It is the only unit with
abundant nonselective dissolution features, including
abundant vugs and nomunal (< .5 cm) solutional widening
along joints and hairline fractures. However, 1t has no geo-
morphic expression of karst such as dolines, Karren, or
conduits, and 11 also lacks hydrologic charactenstics .7 karst
such as rapid recharge, spring discharge, and crratic fiustua-
tions in potentiometne surface and carbonate saturation.

MMSD Data

The Milwaukee Metropolitan Sewerage District
(MMSD) periormed numerous slug, pressure- jection,
single-well, and multiwell pumping tests to deveiup a geo-
technical database for an extensive tunnchng project
({MMSD, I98!; 1984a, b; 1988, Table I). The peometric
mean of hydraulic conductivity increases steadily with the
scale of testing, For exampic, the Thiensville vaiue increases
from2.5X 107 to 107 10 about 107" cm/sec as measured by
slug. pressure, and pumping tests, The same general pattern
holds for the other unus, although pressure-injection values
are not consistently greater than stug test values, Twoexpla-
nations account for this minor inconsistency. The smali
number of slug and pressure tests within some units intro-
duces some inaccuracy. Also, as shown later, the two test
methods have overlapping ranges in test radu.

Miscellaneous Data

Rovey (1990) analyzed four additional fully penetrating
multiwell pumping tests tapping the enure Silurian portion
of the aquifer. Files of the Wisconsin Geological and Natu-
ral History Survey (WGNHS) also contain unpublished
drawdown data from 29 single-wel!, fully penetrating tests
throughout the study arca {within the digital model-2 bound-
anics, Figure 1) We have coliccted these data and analyzed
the singlc-well tests with the Bradbury and Rothschild
{1985) specific capacity conversion program using an aver-
age storage cocfficient of § X 107 from the multiwell pump-
ing tests (Rovey, 1990) Usc of a single average value is
Justificd, because 1t 55 largely deiermined by the degree of
confincment by the overlving glacial scdiments which are
larrls umform throughout the arca. Muorcover, the final
vilur s relanively tnsenstuve to the storage coefficient value,
socven farpe errors have hittle effect on calculated hydraulic
conductivity,

When hydraulic conductivities calculated with this
procedure can be comparcd Lo values caiculated using type-
curve matching or semilug analvsis on observation wells
moniored during the same test, the results are encouraging.
The average dufference in value 1s approximately a factor of
two with no apparcnt bias tow .rd an over or underestima-
tion (Ravey, 1990). Morcover, tne average bulk Silurian
value from the single-well tests 15 virtually identical with that
from multiwell tests (Table 1}, Therefore, hydraulic conduc-
uvities converted from specific capaciues are accepted as
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valid, and the term “pumping test” will herewnafter refer to
both multiwel! and single-well tests unless a distinclion s

specifically made

Pearson (1993) also collected specific c-apaci:_\' vajues

from the Wisconsin Department of Natural Resources for
wells near the Omega Hulls Landfill (Figure 1), Many of
these wells arc open to multiple strata. However, he was able
to calculate hvdraulic conductivities for individual strat-

‘s



graphic units, using the-Bradbury and Rothschild (1985) dently calibrated within the study area. Rovey (1983} simu-
- conversion intandem with the equation for cffective hvdmu- - lated flow over a 110 square kilometer arca wsing separate
iic conductivity in a layered medium, ) - - bulk-parametcrs within the SHurian and Devonian portions

-Finally, two digital flow models have been:indepen- - . of the aguifer: Mueller.(1992) modeled the enuirestudy arca
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Fig. 3. Relation of hydraulic conductivity to stratigraphy, dolomite aquiler, southeastern Wisconsin (Rovey and Cherkauer, 1994a).
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Log Hydraulzc Conductivity (cm/sec)

Table 1. Geometnic Mean Hydraulic Conductivity Grouped by Test Method and Stratigraphic Unit
for the Dolomite Aquifer of Soulheast Wisconsin

Prezsure- Shari-Term Long-Term Multiwell
Impectinn Single- Well Single-Well Pumping
Stratigraphic Stug Tesis* Tesis® Tests® Tesis® Tests® Digual
Unst {Hvorlsev Method) (s Min i (53 Min Avey (5 Hrs) (12-24 Hrs) Models'
Weathered Zons £ 7 (16 -4 5 ({37} -l ) -19 (78) -2.0(1)
Lindwurm -58 () 62 (5
Berthelet B A ) -4 (b
Thiensville -l {8 230 49 213 -1 7 =200
Waubahce o i (1) S 6 (S0 ~4 8 (5) 4.4 (1)
Racine 5T (T SERII20) - E(5 43171y - 4.4 (1)
Romeo 3R 0T - 1h =27 (1)
Waukesha-Byron -5F 14) 58 02N - -4 7 (1)
Mawville -5 (T X9 qh IR (%) -33 (1) -33(n
Buik Siurnan -3.6 (21) -1.7(6) =34
Approximate
R, (mgiors)* | 1-10 5-20 100 100-500 - 30,000

(Values are the log,s 1n cmise¢ Numbers in parentheses are the number of Lests in a respective unit for a given test method.}

*Unpublished field data from MMSD,

*MMSD (1981, 19844, b) Addsuonal values{or the weathered zone are taken from MMSD (1988), changing the mean value presented in
Rovey and Chernauer (1994a) who also discuss the pressure test methods and hmitations.

*MMSD (1984a; Specific capacity vatues ats convers  to hyvdrauhe conductivites using the Bradbury and Rothschiid (1985)
conversion. Tests from the Racine and Waubakee are avc:aged together, because test intervais intercepted both formations,
*Individual unut values are {rom Pearson (1993). Bulk Silurian value 1s calculated from WGNHS well records. Both are converted to
hydraulic conducuvity using Bradbury and Rothschild (1985

'MMSD (1984a) and Rovey (1990)

"Indmdual unit values are from Mueller (1992} Bulk S:lunian value is from Rovey (1983).

' Actual values arc given in Tabic 2

Y,
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- .Table 2. Calculated Radius of Influence Grouped by Test Method and Stratigraphic Unit. Dolomite Aquifer, Southeast Wisconsin

Prezsure- Short-Term Long-Term Multwell
-Straugraphic Slug - Inpecuon - Siagle- Well < Seagle- Well Pumfung .. Digual ]
tnu Tests Tests Tests Tests - Tesis 2Models -

Weathered Zone -0.03 -0.08 1.2 2.4 438
Lindwurm -0.05 -1.2
Berthelet 0.02 0.58
Thiensville 0.15 1.0 1.9 Jo 46
Waubakee -0.07 -0.32 0.73 4.3
Racine -0.04 -0.40 0.73 1.6 4.5
Romeo 0.56 .0.90 4.8
Waukesha-Byron -0.03 -0.48 4.8
Mayville -0.02 (.52 1.3 20 4.8
Bulk Siiunan i3

(Values are base 10 logs in meters. For example, the value —0 03 is the exponent in 10°% which 1s a radius of influence of 0.93 meters.)

with a fully three~dimensional model using six layers cotre-
sponding closely to the major hydrostratigraphic units de-
lineated by Rovev and Cherkauer (19%94a, b}.

Radius of Influence Calculations

Based on Table | and the preceding discussion, mea-
sured hydraulic conductivity depends on the scaie of mea-
surement. To quantufy that dependency some length
parameter must be associated with each test, Bradbury and
Muldoon (1990) and Bruner and Lutenegger (in press) used
test volume as the measure of scaic However, in the more
numerous reports on dispersivity, travel distance, a one-
dimensional measure, 15 routinely used. Also, established
geostatistical methods of quantifying spatial vanabiity use a
one-dimensional separation distance (lag) term. Therefore,
to facilitate companson with results from mass transport
studies and measures of aquifer heterogeneny, a radius of
influence (R,) is used here

Calcutaung a meaningful R, 1s problematic. Fordigital
mode] values R, 15 taken as the square root of the modeled
area, or the area of the layer, if it is smalier. For consistency,
the R, for all other field tests 1s estimated using a form of the
Cooper-Jacob distance-drawdown equation

,  215T
R}= S (n
S

where T = transmussivity [measured hydraulic conductivity
(m?/day) muluphed by thickness of tested intervai], t = ume
duration of test (days), and S = storage coefficient [mean
value = § X 107 (dimensionless) measured {rom muluwel]
pumping tests, Rovey, 1990] Thus, the assumpuion 1s made
that any vanauon of storage coefficient with locauon or
scale 15 negligble compared o hydraulic conductivity

The use of the Cooper-Jacob equation 15 well-
established for pumping tests, but the assumptions of a
constant injection;withdrawal rate and local homogeneuy
may not be reasonabie for every small-scale test. For exam-
ple. the rate of inflow or outflow during a slug test decreases
with time. Thercfore, the effective time duration of the slug

The use of the Cooper-Jacob equation is also not
entirely consistent with the assumption of a steady stale
employed in calculating hydraulic conductivities during
pressure testing (Cedergren, 1977). In practice, however, the
necessary conditions are less restrictive and only a guasi-
steady state is reached dunng the test, where there is no
significant change in gradient or injection rate during the
short (5 munute} test durauon.

Where comparison is possible, calculated values of R,
arc simular to thosc based on other methods. Bliss and
Rushton (1984) simulated pressure tests for an aquifer with
hydraulic conductvity averaging approximately 107 cm/sec,
similar 10 the Thiensville pressure-injection mean (Table 1).
At the midpoint of the test interval the modeied R, was
approximately 12 meters which is very ciose to the 10 meter
R, estimated for the Thiensville (Table 2)

The caiculated values of R, for the slug tests are approx-
imalely one meter {Table 2). Bruner (1993} estimated a slug
test R, between 0.5 and 1.0 meters by directly monitoring
responses in adjacent wells durning tests, Guyonnet et al.
{1993) generated a scries of theorctical type curves and
related regression equations showing effective R, of slug
tests for combinauons of dimensionless wellbore storage
and dimensionless head. In a 5 cm diameter well, the dimen-
sionless ncad decreases to 6.1, the typical value at the end of
aslugtest, by the ime a measurable disturbance has propa-
gated a distance approximatety 25 umes the wellbore radius.
The wellbore radius 1s approximateiy 10 cm in this case,
giving an approximate R, of 2.5 m.

Therefore, based on comparisons with field measure-
ments, modeis, and theory, the caiculated values of R, based
on the Cooper-Jacob equation, are accurate to withun a
factor of two to three. This magnitude of possible error is
much smaller than the range of values that were investigated
{approximately five orders of magnuude, Table 2). There-
fore, any errors in calculated R, should have littie eflect on
the overali companson of results.

Results from Southeastern Wisconsin -

Hydraulic Conductivity Magnitude - .o vfion |
The relationship between hydraulic conductivity.and .t

scale of measurement (R,) is plotted on log-log coordinates » 1:: :

tests 1s taken as the basic time lag (measured from the field
plots), the iength of time at which recovery would be com-
plete of the initial rate of infllow;outflow rematned constant.



{Figure 4) for units which have at least four independent
methods of measurement. All piots-have an-initial lincar
inereasein hydraulic .conductivity, with™slopes .varying
-between 0.86 and 1.0 before hwdrauhic canductivity reaches
a constant vaiue,

The range over which hydraulic conductivity increases
varies considerably among units. Hydraulic conductivity in
the Waubakee and Racine Formauons is joint-controlled
and increases with R, to approximately 20 meters. The
Thiensville and Mayviile Formations both contain complex
pore svstems. The Mawvilie contains bothntergranular and
secondary porosity as solution-eniarged molds of fossil
grains The Thiensvilie also contains intergranular porosity,
but has horizons ol nonselective dissolution beneath several
minor paleo-weathering surfaces, Hvdraulic conductivity
increases with scale 1o 50 and 125 metersan the Mayvilie and
Thiensville. respectively, coinciding with the greater degree
of dissolution. The weathered zone, with the greatestdegree
oi secondaryv eficcts, has the greatest range of hydraulic
conductivity increase. 220 meters. Summarizing. the range
of scale increase correlates with the degree, and possibls the
type, of secondary porosity.

Expianations for Measured Scale Effects

Inspection of Tabie | and Figure 4 reveals that the
measured hyvdrauiic conductivity of a given umt increases
with the scate of measurement. The increase is too uniform
and too large to be coincidence. The icrease also cannet be
attributed to systematic difierences arinaccuracy among; the
different measurement techmgues The ratio of values as
measured by different methods vanes considerably from
one formation o another

Measured hydraulic conductivity does increase with
thz scale of measurement. However, the {actoris) causing
the corretation is not vet clear In prnciple, several {actors
besides scale dependency could cause or contnbute to the
observed rziationships, such as limitation of test methods,
skin effects, and borehole storage effects

The first possibility s that the small-scale tests mav be
incapable of measuring extremely high values Thus the
calculated means would be buased toward low values For
example, 1wo slug tests in the Weathered Zone and onc in
the Thienswilic reconvered fully within the time required 10
make ihe first mecasurement Therefore they are averaged
with the remaining slug tests as “greats tnar” values. and
the true means wouid be somewhat greater than those in
Tabic . However, all lue tests within the remaining units
had finite values Thus, 4 test bias could not cause siug test
means in these units to be lower than those of pumping tests.

Similarly, the upper measurable imit of the pressure-
injection tests was somewhere 1n the range 107 to I
cmesec (MMSD, 1984a) Therefore, the means of some o;
the high conductivity umits may have been underesumated,
particularly the Thiensville which has numerous values
within that range (M MSD, 1984a). However, this explana-
tion 15 again inconsistent with results in other unuts. The
lower measurable imit of the pressure-injection tests was
107 cmysec, and the low conductivity units {Waubakec,
Racing, Waukesha-Byron) occasionally tested at this bound-

ary, causing their caiculated means to be toc high. Conse-
quentiv, accuracy limitations an the pressure-injecuon tests

-cannot account.forthe low conductivity unuts lower values
-relative 10 thepumping tests. Jo.summarize, a bias against

large values among the small-scale-tests cannot be a major
factor contributing to the observed scale increase.

A second possibility also relates to test methodology. If
the wellbore 1s damaged during driliing. skin effects dampen
the borehole response, parucularly dunng shoster umes and
at small radial distance, lowering calculated hydraulic con-
ductivities (Streltsova, 1988). Such an cffect could systemat-
ically bias the measured hydraulic conductivitics of the
small-scale, shorter duration tests toward lower values.

Based on available information, however, the skin
effectin the wells considered here 1s neghgible. First, none of
the wells considered here were drilled with mud; henee, a
significant invaded zone around the well bore would be
unlikely. Second, the Silurian bulk value measured by the
shorter duration singic-well tests 1s actually slightiv iarger
than the value from the longer duration. muluwell 1ests
{Tabie 1). Third, early drawdown measurcments were taken
within the pumped well dunng two of the multiwell tests,
These measurements allow calculation of the skin factor
using type curve analysis (Earlougher, 1977), and in these
two wells at least, the skin factor is zero. Finally, similar
increases in hydraulic conductivity with measurement scale
have been sumulated with digital models of heterogeneous
media where skin effects arc absent (Rayne, 1993). There-
fore. it 1s reasonable to conclude that skin effccts are not an
imponant factor contributing to the increase of hydraulic
conductivity,

For pumping tests, borehole storage effects can lower
the caiculated hydrauhic conductivity at carly umes anc
small radial distance. much like a posiive skin factor
(Tongpenyar aud Raghavan, 1981). However, neither the
Hvorsiev method of slug test analvsis nor the pressure-
injection tests assume a line source/sink when calculatng
hydraulic conductvity. Instead these metitods account for
the imtial volume of water in the borehole. Therefore, bore-
hole storage effects would lower only the pumping test
values, but this i» inconsistent with the pumping test values,
exceeding the slug and pressure test vaiues 1n all cases,

As histed 1n Table |, the values ol the short-term single-
well tests arc less than values from the longer pumping tests,
To determune of the differcnee in vaiues could be caused by
storage cffects, the short-term tests were analyzed using the
following eguation {Driscoll, 1986} :

017 (d.” - d,°)
t= — (2
Qfs

where 1 = umen munutes, after which borehole storage is
neghgible, de = diameter of borehole (¢mj}, d, = diameter of
duischarge pipe (em), and Qs = specific capacity of the well
at ime i in liters/munute/cm of drawdown. The short-term
singic-well tests were conducted in 10 cm diameter boreholes
with an average duration of 53 mnutcs. Conservatively
assumung a discharge pipe of 2.5 ¢m, the minimum specific
capacity for negligible storage effects at $).minutes is calcu-
lated to be .02 Lters/muinutescm. This value is below the
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Fig. 4. Relation between measured hydraulic conductivity and efTective test radius, dolomite aquifer. Hydraulic conductivities are from
Table  test radii [rom Table 2. Solid lines are linear regressions between ) or more points; dashed lines are fit by hand. The measured
range listed 1s the test radius beyond which hydraulic conductivity is approzimately constant.

measured specific capacity for the majonty of tests, except

those of the Waubakee/ Racine. Therefore, borehole storage

cffects may have lowered the Racine/ Waubakcee value of the
shon-term single-well tests. However, thus value of 1.6 % 10"
cm/sce, which is ad muttedly low, is still much larger than the
slug and pressure test values of approximately 2 X 107
cm/see

In summary, the vanous alicrnatives can be used to
explain the observed variabikity in measured hydraulic con-
ductivity in some instances. However, for every case in
which an altemnative could be valid, there is at least one
contradictory relationstup. The one explanation which is
universally consistent with the measured increase is that
hyvdraulic conductivity increases with the scale of measure-

-
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ment. much like dispersivity, At small scales hvdraulic con-
ductivity and ground-water {low tend t0 be uninfluenced by
rare heterogeneities which raise conductivity and flow rates
over a regronal scale Siated otherwise, the cnances of a
smali-scufe test encountening an extremely rare high-
conductivity heterogeneity are disproportionately small rel-
dtive 1o tne degree with which that hetcrogenciiy ranes
regionul hvaraubic conductiviny.

Comparison to Scale Increase in Dispersivity

In the previous section the hypothests was introduced
that the increase in hvdraulic conductinvily with scale 1
samzhow related to heterogeneity In this secuon we expand
this nvpotihesis by showing stmilanties with scale increases
in dispersivity anc vanance of hydraulic conductivity

Like hvdraulic conducuvaty, dispersivity increases lin-
cariyv onlog-log plows, generally Lo distances between 10 and
100G meters Therealter, the spread in values 1s nearly con-
stant and a best-{11 line 15 approximatelrs honzonta! The
same general pattern s apparent {rom daia or plots of
dispersivity from singie sites (Frevberg, 1986: Garabed:ian et
al, 1991) and on plots with values combined from muluple
sites (Gelhar et al | 1992, Neuman, 1990)

Stochastic theones dealing with dispersivity generally
relate scaling effects 10 increases 1n spatial vanabinty of
hydraulic conductvity wirn distance (Dagan, 1982, (984,
Gelhar and Axness, 1983). They also predict that dispersiv-
ity should approach a constant value as the hvdraulic con-
ductivity becomes statistically uncorrelated at increased dis-
lances, that s, as the scaie of an equivalent homogencous

medium 15 reached. These conciusions are reasonably con-
sistent with results of intensive field investigations employ-
ing geostatistical methods to describe spaual variability in
hvaraulic conductvity (Sudicky, 1986 Frevberg, 1986; Hess
ct al, 1992; LeBlanc et al., 1991; Garabedian ¢t al., 1991).
Therefore, we further hypothesize that a (or the) common
factor between the scale effects in dispersivity and hydraulic
conductivity 1s vanabibity 1n the hydraulic conductivity field.

Three commeon graphical measures of spatial vanabil-
iy are the sempvanogram {or simply vanogram), the covan-
ance {autocovanance) function, and the correlation function
{Figurc 5, lsaaks and Snvastava, 1989), The (unctions for
cach respective measure arc given by:

Fihy = 1/2E[K(z + h) — K@) (3)
(equals scmnvanance between points at vanous lags)
Cth) = E[K(z = ny * K(z)] — E'[K(7)}] (4)
tcguals covanance between points at vanous lags)
C(h)
(h)= —— 5
p(h) C0) (5)

tequals covanance function divided by varniance)

where: E[ Jdenotes an average value over ali paired samples
at a given lag; 2 15 a spatial coordinate location: h is a
distance or lag from z; and K(z) = hydraulic conductivity
measured at z. The threc measures are intecrelated, and the
covanance function is converted to the vanogram by:

Ith) = C(0) — Cth) (6)



~.Of these, the covariance and correlation functions are
the-most .widelv used intmass transport studies, and the
-usual-corelauon. scale 15 defined .[6r .convenience-as the
distance or tag at-which p(h) declines to €' or 0.37 (Figure
5). Note, however, that this distance is shorter than that at
which the covaniance deciines to zero (complete uncorrela-
uon) or alternatively, the distance {range) at which the
vanogram reaches a constant vanance (sill). This latter mea-
surz1s used here because it faciliates direct companson with
tae plots of hvdraulic conductivity presented eariier.

Additional Site Data

- Geostatistical parameters and hvdraulic conductivity

. measurements at. different.scales are’available, or can be
~~—~_.cafculated; forseveral-additional systems (Frgure 6). Perti-
"nent results from an outwash sand at the Borden Site in
Ontano, Canada were presented by Sudicky {1986) and
Mackay et al. (1986). Vaniance in log hydraulic conductivity
increases with scale at a low (0.24) log-log slope with a range

of 10 meters (Figure 6a). Any scale increase in the magnitude

of hydraulic conductivity cannot be accurately determined,
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but s minimal, close to zero. Mean hydraulic conductivities
‘from-grain-size analyses, permcamclcrs and slug tests are
essentially equal. .

Ancther glacial outwash sand wasmvx:ugalcdat Cape
- Cod, Massachusetts (LeBlancet al., 1991; Garabedianet al.,
1991; Hess et al., 1992). As a qualfication, there is less
control on the R, for some of these 1ests, but both hydraulic
conductivity and its vanance again have smali slopes and
ranges (Figures 6b and c; approximately 0.2 and 16 meters,
respectively).

Data from an additional karstic limestone aquifer are
also availabie from Weldon Spring, Missourn (Price, 1991,
Carman, 1991, Durham, 1991; MK-Ferguson and Jacobs,
1990). Hvdraulic conductivity was measured with slugtests,
pumping tests, and a calibrated digital modei. Both hydrau-
lic conductivity and vanance increase with measurement
scale (Figures 6d, e); however, the slopes (0.27 and 0.19,
respectively) are significantly less than the 1.0 slope typical
of fractured med:a (Figures 2c, d). However, the most stnk-
ing contrast 15 not the siope, but the range of the scale
increase. In a second karstic carbonate aguifer the range in
both hvdraulic conducuvity and vanance exceeds the max-
inum scale of investigation, in this case, approximately
2000 meters.

The indefinite range in karstic aquifers conirasts
sharpty with finite ranges in nonkarstic carbonates and
unconsolidated media (Table 3). In nonkarst.: carbonates
the maximum range of hydraulic conductivit: 1s approxi-
mately 200 meters, with distances tess than 50 meters typical
for units witn the smallest degree of dissolution. The range
in variance also is finite for the nonkarstic carbonates {Fig-
ure 7). Although the vanogram shape 15 questionable at
small lags, the nonkarstic carbonates all have distinct silis,
and their maximum range is approximately 200 m, similar

v

to the maximum range in hydraulic conductivity.
.. In summary, the variograms are stnkingly similar to

.. the hydraulic canductivity plots of the same-gealogic-untt,

As heterogeneityincreases;so.does mean hydraulic conduc-
tivity, and as statistical homogeneity 15 reached, hydraulic
conducuvity becomes constant.

Summary

The hydraulic conductivities of five carbonate hydro-
stratigraphic units were measured over radial distances
ranging from less than one to greater than 10,000 m. The
observed increase in hydraulic conductuvity with scale is
consistent with results from a vanety of geologic media,
including glacial outwash, jointed clay-rich 1uls, and karstic
limestones. The results reinforce Bradbury and Muldoon’s
{1990) conclusion that hydraulic conductivities based on
small-scale field measurements will generally be less than
regional values, even if they are based on 100 or more
individual tests.

Scaling effects vary consistently with the type of geo-
logic medium and degree of secondary porosity (Table 3)
Glacial outwash, with primary porosity only, generally has
the smallest rate and range of scale increase. Thus, smali-
scale field measurements such as slug tests will be closest to
regional values, generally within a factor of three {Figures
2a, 6a, 6¢). The rate of scale increase 1s much greater in
consolidated/joint-dominated media. Slug tests in these
media may underestimate regional values by factors ranging
from 2to 500, depending on the range 1n effects (Figures 2¢,
d; 6) which correlate to the degree of secondary dissolution.
In mature karst aquifers hydraulic conductivity increases
without apparent bound, so it may not even be possible to
speak of a unique regional hvdrauhc conducuwity.

Finaily, the increase of hydraulic conductivity with

Table 3. Characteristic Values of Siope and Range for Yanous Geologic Media

Carbonates Carbonates
Carbonates Secondary Incipient Carbonares
Glacal Jownied Joint- Moldie Dissolunon Mature
Curnask’ T Dominated Porosuy* Along Jonis* Karst'
Range. 7.3 35 19, 0 170 -
K {0-16) (2-5) (18-20) — (120-220) (> 1000, >3200)
(3] (2] (2] (1] f21 - [2]
Range, 130 >1800
¥anance (10-16) — <100 m — <200 m —_
(2] - {2) - i m -
Slopz, 019 10 092 0.92 Coe 0.46
K (0-0 38} (1.0) (0.880.97) - (0.56-1.0} (0.27-0.66)

. {3] (2] (2] £ (2] (2]
Slope, ¢20 - — - — 0.19
Yanance (0.15-0.24) — — — — —

{2] (1)

(Range and slope are taken from Figures 2, 4, and 6. The first number isthe anithmetic mean, that in parcathesesis range of ali values, that

in brackets 15 the number of dufferent geologic units summarizec )

*From Figures 2a, 6a, 6b, tc.

*From Figures 2c, d.

‘Racinc and Waubakee Formauons, Figures 4¢, d; 7c, d.
“Mayville Formation, Figure 4e.

“Thiensville Formation and Weathered Zone, Figures 4a, b; 7a, b.

"Figures 2¢, 6d, ¢,
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tolerance 1s 0.5 log umits.

rad.us of infiuznce in the test method 15 related 10 an increase
in vanance of log-hydraulic conductivity at greater lag dis-
tances between measurement points This correfanon sug-
gests that inereases 1n nydrauhc conductnits and aispersiy-
iy are related through a common dependency on varnance
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'Reducing Uncertainty Associated with
“Ground-Water Flow and Transport Predictions

by Eileen P. Poeter and Sean A. McKenna'

Abstract

Effective evaluation of ground-water flow and transport problems requires consideration of the range of possible
interpretations of the subsurface given the available, disparate types of data. Geostatistical simulation (using 2 modified
version of ISIM3D) of hydrofacies units produces many realizations that honor the available geologic data and represent the
range of subsurface interpretations of unit geometry. Hydraulic observations are utilized to accept or reject the geometric
configurations of hydrofacies units and to estimale ground-water flow parameters for the units (using MODFLOWP). These
realizations are empioyed to evaluate the uncertainty of the resulting value of the response function (ground-water flow
veiacity and contaminant concentration) using MT3D. The process is illustrated with a synthetic data set for which the
“truth” is known, and produces a striking reduction in the distribution of predicted contaminant concentrations. The same
system is evaluated three times: first with oniy hard data, then with both hard 2nd soft data, and finally with only the
realizations that honor the hydraulic data (i.e.. those accepted after parnmeter estimation viz inverse fiow modeling). Using
only hard data, the mean concentration predicted for all realizations at the point of interest is nearly iwo orders of magnitude
lower than the true value and the standard deviation of the iog of concentration is iwo. The addition of soft data brings the
mean concentration within one order of magnitude of the true value and reduces the standard deviation of the log of
concentration to one. After eliminating realizations using inverse flow modeling, the mean concentration is one-third of the
true value and the standard deviation of the log of concentraton less than 0.5. .

introduction reduce the range of possible interpretations, thus reducing

A fundamental problem with interpreung the sarth’s
subsurface is that we only sample a small fracuon (typically
less than one mulhionth) of the matenial we are characterz-
img Toe challenge s to determune the character of the
matenial petween boreholes and the continuity of high {or
tow1 hvarauhie conductivity usts. For example. consder a
siie where there are three boreholes that intersect (wo
nyvdrofacies {black and white) as shown 1n Figure | I no
other information is avalable, all six interpretations shown
tanc many more that are not shown) are reasonable imicr-
pretations of the subsurface. Knowing that heterogenzuy s
cnncal to the movement of contaminants (Pocter and
Gaviord, 1990), each interpretation will affee: ground-wate:
flow and contaminant transport predicuon n diflerent
wavs. Decisions regarding remedial actons a such asite wall
differ depending on the actual configuration of units 10 the
subsurface

Usually we hnow more apout a site than just inc loca-
uon of nvdrofacies 1n boreholes. and this intormation can rx
used to ruie out somez. put not all, of the alternatine interpre.
tations “Fusion”™ ol these data (Olhoeflt, 1992) reguces
unceitainty associated with the interpretation. If cach circic
in Figure 2 represents the range of possible interpretations,
tnen usng all of the informauon together can significanin
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the uncertainty of the nature of ground-water flow and
contaminant transport. [n shorn, the sum of the parts is less
than the whole! If the data circles do not overiap, the project
tcam should strive to identify the shorcomings; errors in the
data or getermine what assumpuons have been made that
{aiscly constran the interpretation

It 1s impontant to work with a range of subsurface
interpretations because consideration of these aliernauve
interpretations of the subsurface will vield a range of the
response function (ground-water flow and advection-
dispersion equation) values (head., {low rate, and concentra-
uon) Forexampic, assume there is a contaminated site with
two alternative remediation schemes. ! there is only onc
deterministic picture of the subsurface, and the predicted
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=
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Fig. 1. Alternative subsurface interpretation. x: field knowledge
of the occurrence of hydrofacies in borings: b through g: a few
aiternative interpreiations of interweli connections.
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Fig. 2. Integrated interpretation constrains predictions.

concentration at the point and tme of interest 1s 5 X 107
ppm for remedial alternative  and 5 > 10~ ppm for reme-
dial alternative 2, than alternative 2 appears to be the better
choice. However, when the range of possibic subsurface
conditions s considered, 11 may be found that remedial
alternative 2 actually has a higher probabulity of poor per-
formance and the opposite selection woutd be made (Figure
3

A current approach to this problem 1s geostaustical
simuiation using hard data, soft data. and spaual statistics to
describe the character of the subsurface (McKenna and
Poeter, 1994) Hard data are data with neghgible uncer-
tainty, such as direct me