centro de educacion continua

divisidn de estudios superiores

facultad de ingenierfa, unam

A LOS ASISTENTES A LOS CURSOS DEL CENTRQO DE EDUCACION
CONTINUA

Las autoridades de la Facultad de Ingenieria, por conducto del Jefe del Centro
de Educacidin Continua, Dr. Pedro Martinez Pereda, otorgan una constancia de
asistencia a quienes cumplan con los requisitos establecidos para cada curso.
[.a's personas que deseen que aparezca su titulo profesional precediendo a su
nombre en el diploma, deberdn entregar copia del mismo o de su cédula profe-
sional a mas tardar el SEGUNDQC DIA de clases, en las oficinas del Centro, -
con la seiiorita Barraza, encargada de inscripciones, de lo contrario NO serd
posible. = Uiy o T

~ia

El coni rol de asisteicia se efectuard a través de la persona encargada de entre-
gar notas, en la mesa de entrega de material mediante listas especiales. Las
ausencias serdn computadas por las autorldades del Centro.

Se recomienda a los asistentes participar activamente: con sus ideas y experien-
cias, pues los cursos que ofrece el Centro estdn planeados para que los profeso
res expongan una tesis, pero sobre todo, para que coordinen las opmlones de to
dos los interesados constituyendo verdaderos seminarios.

Es muy importante que todos los asistentes llenen y entreguen su hoja de inscrip
cién al inicio del curso. Las personas comisionadas por alguna institucién debe~
rén pasar a inscribirse en las oficinas del Centro en la misma forma que los de-
mas asistentes. .

Con objeto de mejorar los servicios que el Centro de Educacién Continua ofrece,
se hard una evaluacidn del mismo a través de un cuestionario disefiado para emi-
tir juicios andnimos por parte de los asistentes; esto se hard al finalizar el cur-
SO.

ATENTAMENTE

ING. SALVADOR MEDINA RIVERO

¢} COORDINADOR DE CURSOS ABIERTOS
I :
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Pﬁm %Cﬁfnerfa Calle de Tacuba 5, primer piso. Méxicol, D.F.  Tels: 521-49-23 521-73-35  5123-123
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WAL St e CURSOS DE MAESTRIA Y NOCTORANC '

S, e :

La Divisién de Estudios Superiores de 12 Facultad de Ingenicrfa, UNAM, ofrcce ias
siguicntes Miestrias y loctorados:

\
Macstyrias Docitoracdces \
Control Mecanica Lstiuoturas l
Niceiyonica Mecanica do Suclog Hiaialica |
Lolmacinvas rgtfo:grg' Veoosroca de Sucios 2
IHidrautica Potencia Mooonsos Tebrica Y S
Iavesiigacién do Blancacibn Aﬁ)icadn_ |
Opcraciones Sanitaria Investigocién de
Mechnica ctdrica y Operacioncs
Aplicada

Prograna de actividades pava el segundo sc&qstra do 1975
Exfimenes de admisidng 10, 11 y 12 do maye
<;) Inscripcioncss 31 de mayo al 4 de junio’
Iniciaci6n de clases: 7 do junio
Requisitos de admisibn

a) Cumplir con’una da las siguientcs condicioncs: ‘ ;

1o DPoscer f{tu)o‘profcsionnl en Ingenierfa o en alguna discinlina afin
a laz macstr<as que se ofvccen en la Divisidn, eotorpgado por 1a UNAM ©
por cualquier institucibn naclonal o exiranjera.

2, Scr pasante de 1a Facultad de Ingenicrf{a, UNAM

b} Aprobar los exdmencs de admisién que sc efectuardn cn las fochas scialadas
arrioa.

¢) Presentar, dentro del perfodo de inscripcdones arriba mencionace, )

Sodocinsne
tacidn quo so indica cn el folleto de Actividades Académicas 1975 o aa DiSEL
Mayores informos: Divisién de Estudios Supericre do a Facultad do Ingcn:crf&;
Apartado Postal 70-256, Ciudad UanuraJtaaxa..}‘ n 20, Do P 30les 568-55-77
<:> "POR MI RAZA HABLARN EL ESDPIRITTUS

Ca, Univc;situ ra, fehvoro 3. 1075
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INTRODUCTION TO MINICOMPUTATION

A NEW TOOL OF
EXTRAORDINARY POWER

§-1. Where Computers Fit. Scientists and engineers describe, mzasure,
interpret, and predict the outside world in terms of idealized mathematical
modecls, which relate numecrical quantities and truth values through various
mathematical operations. Computers are physical systems designed to
implement mathematical models and to automate their manipulation.
Professional workers are likely to meet computers in the following roles:

1. Numecrical problem solving and data preocessing: This ranges from little

slide-rulc and calculator jobs to big number-crunching projects and
includes design calculations, statistics, genetics calculations, book-
keeping, etc.  The end product may be scientific or clerical description,
but, in the long run, calculations usually serve for making decisions.

. Storing, retrieving, soiting, and updating data: This is by no-means

restricted to numerical data only.

. Computer simulation: We use the convenient, easy-to-change “hve

nrathematical model™ for experiments which might be slow, expensive,
unsafe, or impossible with the real-world system or situation being
simulated. Compuier simulatien serves the purposes of design,
systems rescaich, education, training, and play; simulation exper:-
ments or tests somctimes involve parts of real systems.

. “Real-time” or “on-line” computing devices scive as components of

control and instrumentation systems to:
(@) Implement desired mathematical relations between physical vari-
ables(c.g., function generation, filtering, prediction, aptimization)
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I-2 FNIRODLOTION 10 MINCONPLTATION 2

{b) Contrel tmuag and loawal seqiencing of operations and
experiments
The fuiter types of operations are often combined with on-line record
kecping (data logaing) and data processing.
5. Real-ume timing. switching. coding, and data storage in communication
systems, especially in communications beiween digital computers
and;/or computer terminals

i-2, Tic Role of Small Computers. Conventional number-crunching
calculations are traditionally performed by large digital computers oparating
m a batch mode, 1 e.. efficiently {ed with a more or less continual and orderly
sequence of things to do. In this type of apphication, experience appears to
indicate that “throughput™ (defined as the number of computer operations,
in some specified mix, per unit time) increases better than proportionally
with computer cost (Grosch’s law), so that large computer systems are
economuical.

Other computer apphcations involve several users who would not hike to
wait {or batch-processed results but need quick “contersational™ input and
output from multiple computer terminals. Again, control and instrumenza-
tion work is timed by the demands of real-world events. Large digital
machines subject to such random service requests cannot afford to wait dly
until action is required: they must be simec-shared among multiple progiams.
Time-sharing operations can utilize the resources of ever larger (and thus
presumably more efficient) computer systems  Time sharing also involves
serious oterhead costs resulting from communications with remote inter-
faces, from greatly complicated system programming, and from the many
computer operations needed to swap and protect progiams  We can, then,
find applications where multiple small computers can neatly replace or
complement large machmes.

We will (quite arbrtranily) define a minicomputer as a digital computer
whose “mimimum configuration” (4,000 woids of memory, teleiy pewriter)
costs under $20,000 and which usually empioys short computer words {to
18 bits, Sec. 1-3) to represent data and computer instructions (see also Secs.
1-5 and 2-1); minicomputer cost is usually roughly proportional to word
length.  As we shall see. 16 bits can represent numerical daza with enough
precision for many apphcations, but clever utilization of the short mstruction
words is the central problem of minicomputer system design (Sec 2-5 and
Chap. 6). An »-bit instruction word can specify at most 2" different
instructions.  2'% = 65,536 looks hke a very large number of possible
instructions, but many of these mstructions must specily the source or
destination of an opcrand in a computer memory having perhaps 8,000
locations.  This need for address specification greatly reduces the efiective
number of different onc-word minicomputer instructions

O

3 THT ROTE £ SYALY FOME LTI -2

Nevertheless, even 8- and 12-ba nonmicompairs Wb sa b preine
Instiucton so¢ are very versabde. smce muluple msiracucas ¢an unp'oioom
exticmldy compley opzrations  Such machinzs now repiace hard-ao-0d
spectal-purpose logic i many real-tine app

scquencing  timng. production testng. and datz Jog

1

ch ns operabon
! comng  Custen-
designed hardware is then replaced by the quantity-produced minico-aprier.
which con be programmed and reprogrammed for a huge variety of dificrent
applications and ne s con”.ons.

Minicomputers are es, ccizlly swvitable for operations imvolviag owtornnd
real-world devices (Fig. I-2 and Chap. 7) because:

1. Many jobs of this type do not require elaborate processor circuits
2. We want no big evpensne central processor standing idle duning
mput/output operations

For precisely the same reasons. minicomputers can also relieve large digital
computers of input’/output and communications-handling chorcs.

Many of the more recent small processors are in no sense primitive
(Chaps. 2 and 6). The truly revolutionary advance and acceptance ol ile
newer minicomputers stems from the mass production of new integrated
circuits, which have radically reduced processor and memory costs. We
actually have a twofold effect:

1. Medium-scale integration (MSI) of multiple logic functions on sinall
sihcon chips permits inexpensive construction of very fest and remark-
ably sophisticated miniprocessors (Fig. 1-1)

2. Inexpensive and much faster core and semiconductor memories m:}l:c
it less painful to use extra instruction words for improved stiuction
sets and addressing schemes (Sec 2-7 and Chap. 6).

These two developments have given astonishing capabilities to the new
small machines While the majority of minicomputers continue to serve as
special-purpose computers in control. instrumentation, and communications,
an mcieasing proportion are employed tn general-pu pose computation and
stmulation  Mimicomputers work especially well with conversational
terminals, graphic displays. and all kinds of instruments. Operating
inefliciencics can be tolerated: a small computer can **belong™ to a small
group of researcheis or engineers rather than to a computer-center bureauc-
racy, and it is possible to modify programs (and even hardware') without
collapsing a large organization. ‘

The situation 1s not one-sided. A reasonable end-user installatiop night
require not only a $12,000 minicomputer but between $10.000 and §70.000
worth of computer peripherals (tape drives. disks. displays, printer, cord
reader—these are, unfortunatcly, not grown on monohithic sthcon chips)
Matenance must be provided or paid for. Altogether, the econorcs of

O
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-3 INTRODUCTION TO MINICOMPLTATION 5

muldple nunicomputers versos large time-shared mul Lipro 2ssors ate always
3mx ‘ot an extendad argument and depend on the spectfic utihzation of
speainic mstallations Even so. the question merus freguent recvamination
since, while minicomputers and their penipherals are becoming cheaper and
more powerful, the sams is true for the new multiprocessor computer
utilities and their formidable system software. Data communication,
moreover, is sure to be improved over the putiful telephone-based systems of
the carly 1970s.

In any case, the inexpensive, small, and light minicomputer, with its
dramatic versatility, is surely the world’s finest toy for innovators and
experimenters. It opens unheard-of horizons in control and instrumenta-
tion. Onexperimenters’dasks or wheeled carts, in large and small factories,
and in ships or aerospace yvehicles, minicomputers perrnit intelligent auto-
mation of all sorts of operation-sequencing and data-gathering operations and
generate convenient displays for human operators  Physical interfacing
of small digital computers and much real-world apparatus is quite easy
{(Chap 5%, The larger job of computer programming for a wide variety of
applications is simplified by new system and application software (Chaps.
3 and 4).

DIGITAL-COMPUTER REPRESENTATION
OF DATA AND TEXT

1-3. Binary and Digital Variables. While an analog computer represents
problem variables by continuously variable physical quantitics such as
voitages or currents (Fig. 1-3a), a digital computer 1epresents problem vari-
ables by physical quantities capable of taking only disciete and countable
scts of values. Thus, the original “digital-computer user” long ago
employed his fingers to count and add external objects, first up to five and
then up to ten. The overwhelming majority of electronic digital computers,
however, implements a binary representation in terms of basic variables
which can take only two diflerent states called (logical) 0 and 1. Most
frequently, the state ! is indicated by the presence of a voltage, usually 3 or
4 volts, on a hine associated with a variable, while logical 0 is indicated by
the absence of that voltage (Fig. 1-35).  Many other pairs of voltage levels,
such as 0 and —3 volts or —1.75 and —0.5 volts, are also employed to
represent O and 1.

Such binary »ariables, which involve only the presence or absence of a
sigual, are especially easy to gencrate, transinit, 2nd store reliably.  We pay
for this great convenience, however: most problem situations or variables
admit a much greater variety of possible states than just two and must,
therefore, be labeled (represented) in terms of ordered combinations of binary
variables  We must, then, develop bieary codes which associate problem

O

—

NeTigory-
CCC335
bus

AMincomputar wth 4K memory

,
Analog / digrtcl converters i
Digital 7analog converters {

Control /t1=ung legic :

» Reloys ond swiiches
> < instrumant controners r
Test systemns

{ Stez019Q motors

Commurnicaotion systems

Transducer systems

Fig. 1-2. The nunrcomputer nput outpae: world

states, messages, o numerical quantities with corresponding digital woids,
i.e., ordeted sets of binary variables. Such codes may differ for different
applications. In Fig. 1-3¢, four bmary variables specify wich of four
circuits is energized, while in Fig. 1-3d nwo binary variables contiol the same
situation.

It is, of course, especially important to represent real numbers in terms of
binary vanables. In general, a real integer m will require at leust log, 1

R

AN 7 r—/ o—
l
3

AN
R +
—— N
, = &
j: i- |
Fig. 1-3a. Simple anolog compu- Fig 1-3b. Logic s ates tepra~an’-
tation. The summg networt ed by volrage levels i an clemen-
produces the cutput voltage 7 = tary diznal eircunt
2% = ¥) where X and Yate mput
voltoges and 2 = (Rr + 27!

O
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Frg. 1-3c and d. Two different binary representations of a switch setting energizing one of four
circuits

011.‘?--'h cnits of infaemation or bits, plus a sign bit to tell whether the integer is
positive or negative (Secs. 1 + and 1-0}.

It is common practice to designate an entire set of binary variables (which
may or may noi represent a numerical quantit, ) as a single digital variable.
The different bits of such a digital variable may appear on paralle] bus lines
{paraliel representation) and may be stored 1n a regrszer like that of the toggle
switches in Fig 1-tz  The difierent bits of a digital vanable could also
follow each other in time as consceutive samples of & voltage waveform
which can take the vz\ﬂ{xes corresponding to 0 or 1 (serial representation, Fig
i-4p). Parallel reprcgcniation, which can transmit all the bits of a word at
the saine time, is cleasly faster and is most frequenily employed in modern
digiial computers  Serial representation, on the other hand. simplfics
fong-distance data communication.

el S |

Voltage

————e

{a) (b

Fig. I-t Represertation of the digital word 1401 by simultancous Jevels on a parallel bus
tej and by tune " senal pulses (g

O

(o

9 DIGITAL-COMPUTER REPRESENTATION OF NUMBEPS AND CH\-{‘\‘(/'”.RS 1-4

1-4. Digital-computer Representation of Numbirs and Cheracters.  (a)
Binary Numbers. The n-bit bmary vword feja,. .. .. a,_,), where a; is

5
either G or 1, can be wr.tcipreted as « one-to-one representation (binary code)
for the nonnegative it ryers

X=2"1ag,+2"% + - +a,_, O<X <2t -1 (1-1)

The integers [Eq (I-1)]. in turn. constitute a numerical code for the
n-bit words (e, ;... .4, ). whose original ipierpretation may not he
numerical. e g. a s=v of truth vatess, Teble 1-1 and Sec 129 furthe
describe the #-bit buiery codes for wiegative integers and for fractions most
commonly emploved i digitol-comnputer arithmetic,

(b) Octal and Fexadecimal Mumbers. Binary words are convenient for
machines but not for peoplz. To obtain a nice shorthand notation, we
spht a given binary word nte 3-4it growps (starting with a,_;) and wnite the
binary number correspond..z to each group as an octal digit between
Oand 7:

ao ap -
™ '
binary word 1! 111 001 OGS 010
- e M et e
3 7 1 O 2
Va ~N
AO Am—l

octal word

The resuiting octal woid (A4,.4,.4,, .. A, tepresents the integer

[Eq. (1-1)] 10 the form
X =814 + 87724, +-- + 4,

osst“-‘—l;m<'§'+1 1-2)

The code we have just defined will describe every binary word as a non-
negative octal integer {E. (1-2)], even though the binary word may represent
a negative number, a fraction, or a nonnunerical quantity such as a set of
truth values or atext character. Thereislittle need to learn octal complement
codes for negative numbers since minicomputer assembly Innguages (Sec.
3-5) which accept necative octal integers automatically translate ordinary
sign-and-magnitude notation, e.g.,

— 4005 = —256,,

into binary code (see also Sce 4-2). Computer outpur is usually in
decimal form, except for some debugging ond troubleshooting programs
{Scc. 3-17). It is, however, useful to know the octal code for nonnegarive
piue fiactions encoded tn binary forms as (@) 2,0 ... a,_ e =0orl)
with a binary point implied ahead of the most significant bit ag (Table 1-2).
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TaBlt t-1 Binary Codes Reprosenting Restintogers A by m-bit Werds vy o s

e, !}

Fock e s hmte s ether 0or b oo, 18 the wnst sige Peant bit (MSRY, and g, _ 15 the
Jeast sigmfiez t it IsBe

1. Nonnegative Integers: X =2""1qy, +2"7a ¢ -+ 4 awhere 0 X 227 - §

EXAMPLE (3 bis)

IRIN@ATAN] RiNARY ] CIN A } BEINAPY
_ o —_ ! .
0 St E T
1 Pt B T
2 oo ¢ R
1 toon 7 b
i i

This »s the comventiona! binany code used 1n most minicompuiers  Many other codes eust
Doparpeelar moaal Grooocode (Rel 61 only one bnary digit changes each ume Vs increment-
ed . uns 1s useful for encoding ceriam msirument oupu's.

Binary decimal convarston s casiast with deconal octal tables (Table A-3) or use the “dou-
bhng and dabbling™ recursion (Ref 4 X = X, _,. where Xy = a,. X, = 2X,_, + a,. and
=12 ...n-lieg,"

aq—-1 0 1 1
X ~1 25 11 X =1

2. Signed Integers (pasitive, negotive, or zero). ThesignbitagisOfor X’ > 0and 1for X < 0

(@ Sign-and-magmtude  Code: X = (= 12" %a, + 2" %a, + -+ + a,_,), where
I -2 < X 227" — & There are two binary representations of ¢ 000 and 100
This can cause comphcations, e g, n statistical werk  This code 1s often used m digital
voltmaters

th) Te-complement Coder Y = (1 — 2" 'y 4 277 gy + 277 gy + + a,_y. where
I -2 < X €27t — 1 Negatne mtegers X are coded into unsizned ntegers
2" - 1)+ X ="+ X) -1 There arc fvo binan representations of 0. 000 and
i1l One obtans the code for —X very stwph by complementing each bit - This code s
used 1 a fow arithmetic urnats

() 2s-complement  Code: N = —2""'agg + 2" 7%q, + 277 a. + + a,_,. where
—-270 < X < 27!~ 1 Nezatne intezers X are coded mto unsigned integers 27 4+ X

[t has 2 umique 0 and simple archmetic  To obtamn code for — X, complement every but and add
I'LSB  luis used in binary counters and i almost all mimicomputers

EXAMPLES (1 b1t co les)

(LI KRN , SIGN-AND-MAGNITU DF 1S-COMPLIMENT ! 25 COMPITMENT
-] o | v o | 111 | o 1
R 6 o . 1t 6 - 110 0 110

h i '
. 3 o | ot 1 0 01 1 0 0t 1
- 2 o I e 0 6 i 010 l 0 01 86
4 1 0 00 1 0 } 00 1 s 0 00 i
£ 0 0 000 ) 00 I
0
- 0 1 000 1 Pt U 000
PSS NSO (RSN, SN (DU S ! —_

- 1 1 ! [\ ! 1 l’ 119 ; 1 I
- 2 1 08 [ L0 1 110
- 3 1 01 1 | S (T 101

e 1 110 1 00 1 ' | 010
R U R 000 | 061
- H % ! | - - | 1 n 00

i1 PICIT AL 0OMIPUT  RVPTHEI S IATTO0N OF NTABIRS AN ChivIAl i fis i-¢
T E B0 ey Codos Repreent™) Rl Yrovncss Voby a-be Mards (1,0
a, .-
Farh boaaey disn gy s eiber D00 1. ap 1 the most simafenat < (M58, ard o, 15 tbe
feast s1zodicont bit (185, )
. . . - I3 -~
1. Mennegetive Fracdons: X = o, + ¢, ~ -+ -2, whez0 <X 21 — =
3 2" 7o e
EXAMPLE (3 bas)
DICTA L BTy prcnval |oENaRy
't o *
0o {000 Y= Lo
ba =013 1 o0 rones b qm
=020 ¢+ 00 Sr=07% 0 0
3 =035 | 91l = oes i 111

2 Signed Fractions{positive, negative, or rero). Tuzsignbita isOfor ¥ > Oandlfor ¥ < 0

. . 1 i 1
(a) Sigo-and-magritude Code: X = (—1)> ga + ?az ot ooy c,,_x\lg, wheare
1 ) 1 4 '
5T -l X¥<i1~ ErEn There are o binary represzntations of 0 U0 and 150

This may cavse comphications, e.g , in statistical work
(b) is<complement Code:

- 1 1 i
X 2(;)‘,;:—‘-— 1)00+?01+"'+:’:’:0n_1,

1 . 1
where =T~ I <X €1~ =. There are mo binany reprasenrations of ¢ 000 ., and

"o = 5u
W1...  One obtams the code for — X very simph by complementing ecach bt This codr 13
used in some anthmetic units

{c) 2s-complement Code:

. i 1
X = —a, + 5% + Fpa@x + 5T a1
1 b - -
where —1 < X €1 — —. It has a umque 0 and simple anthmetic  To obtamn cod> fo

n i
~X, complement every bit and add 1 LSE. This code is used 1n almost all mumcompotars

EXAMPLES (4-bit codes)

DFCIMAL 1 SIGN-AND-MAGNITUDE l‘, 1S-COMPLEMENT i 35-COMPTEMVENT
- : ( B : : S
S U R A A A o 14t
| 0 1 A T O T S T [ N
H t '
i \ [ .
R O O T T T I 0 ) 01t
L0 . 0roe Lo | 0to ©o , 010
ol 00 b0 b 00ty 6p 001
—— -1 1 - _ ...% ——
-0 I o 000 o ' 800" v+ 000
-0 } 1 O R S O i Y
N o [ 0o i O S A [ B
~¥==020 | v I 0ove i 1 { 1o’ 1 10
2= 035 ) 001 ‘I 1 ! t oo 1 | 101
| I | . | f
At - N S T B S I Lot 1, 01
~M= —08s [ . 1 [ 1 | 00 i
-1 - — - - 1 0 0r
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We again start 3-bit grouns at the imphied binan point, i.e.. proceeding 1o
the right from ay-

N '4
.110 001 000 Ol
—

—— N

n-1

binary word

octal word .6 1 0 2
Ve N
Ao -4m_l

so that

1 1
X=§ao+2—_,-a,+“'+§a,,_,

1 1 1 1 n

='§.40+—8—2.41+"‘+§Am_1 OSXS!—?: m_<_§ (1-3)

Decimal-octal-decimal conversion is defined by Egs. (1-2) and (1-3) but is
ustally done with the aid of contersion tables (Appendix).  Octal-number
repicsentations work perfectly well even if the given word length 7 is not
divisible by 3. Note, however, that the octal-integer code for nonnegative
pure binary fractions 1s identical with the octal-fraction code if and only if the
word size is divisible by 3. For this reason, our Appendix presents an octal-
fraction comversion table as well as an octal-integer conversion table.

Hexadecimal notation stmilarly divides each binary word into £-bir groups
labeled with hexadecimal diaits (Table 1-3):

coc—-1 01001111001 00O0O0T1O0
—— e e e e

2 9 E 4 2 (integer)

Qctal-inieger arithmetic, useful for “manual” work with binary operations
(design, programming. see also Scc. 4-2) 1s casy to learn for those used to
decimal arithmetic. We simply carry or borrow at 8 instead of 10 and leain
a simple multiphcation table. Especially for occasional use, octal numbers
are probably easier to live with than hexadecimal numbers  But the latter
arc widely accepted in applications wnvolving communications and/or
iBM 360/370 computer systems. This is because represcitation of the
8-bit words or partial words (bytes) used for alphanumeric characters (Scc.
1-4d) requires three octal digits but only mo hexadecimal digits:

10110010, = 2624 = B2,,

Conversion and anthmeuc tables for both systems will be found in the
Appendin (Tables A-1 to A-0)

baws i g g et
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TABLE 1-2. Hexadeaimal Notation.

| Birim i 20.7Ta

i

jost
~
-~
£
o,
v
©
5
™
a

0000
GLG1
0010
G011
0100
0101
(133143
0111
1000
1501
1010
1011
1100
1101
1110
1111

10

TMEHODOEBPOPNFT LW —O

{c) Parity Checking. In the course of a digital program, thousands or
millions of digital words are transferred betw ezn the processor. the compute,
memory, and external devices. To improsve reliability at the expense of
some extra circuits, we can augment each n-bit word with an extra (radandant)
parity bit which is made to equal ! if and only if the number of is in the »
information bits is odd. We can then check for even parity (even number
of 1s) over all n + 1 bits to detect errors in 1, 3,5, ... bits (including the
parity bit) and stop or repeat the operation as needed  Eriecrsin 2,4, ...
bits will remain undetected but are much less hkely than 1-bit errors.
Related checking methods apply to transfers of long lists of words (Sec. 3-10).

Parity checks for memory and interface transfers are recommended for
critical applications, especially where a computer system is unattended.
Note that simple parity checking does nor check arithmetic or logic errors.
Many end-user minicomputers operate satisfactorily without memory-
transfer parity checks.

{d) Alphanumeric-character Codes. Computer inputyoutput and digital
data transinission. manipulation, and storage require b am coding of
alphanumeric-character strings representing text, commands.numbers, and,or
code groups Ve use one binary word. or a byte. for cach character 4 bits
(2* = 16) arc enough to encode the 10 numerais 0 to 9 (buwary coding of
decimal numbers, Sec. 1-4c).  The 26 letters of the alphabet (uppercase only)
and the 10 numerals, plus some mathematica! and punctuztion symbols, can
be squeczed into a G-Hit cede (2% = 64) if resources are scarce: Table A-11
shows an example of such a code. Most minicomputer apphcations will
employ a 7-bil vede will: an adced 8th bit for parity checking (Sec. 1-40).
Table A-9 shows the ASCII code (Ametican Standard Code for Informaticn
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Interchinge), which adnuts uppercase and lowercase letters, numerals
standard symbols, control characters for printers and commumcation hinks
(tab. line feed. form feed, rubout, end-of-message, etc Y and still has 1oom for
extra agroed-on symbols and control characters (27 = 128). A simular
8-bit code 15 the EBCDIC code used by the IBM Corporation.

8- and 16-bit minicomputers neatly handle one or two ASCil-character
bytes in a computer word.  Perforated paper tape also has eight-hole columns
fitting &-bit bytes (Fig 3-5a). 12- and 18-bit machines must pack successive
&-bit characters inte multiple words through rather uncomfortable packing

TABLE 1<, Some BCD Codes.
(See Ref 6 for spearel applcations)

Excess-3
(8,4,2,1,
Decimal 8. 4.2.1 code for 2,4,2,1
x + 3)
0 0000 0011 0000
1 0001 0100 0001
2 0010 0101 0010
3 0011 0110 00!1
4 0100 0111 0100
.

5 0101 1000 1011
6 0110 1001 1100
7 ottt 1010 1101
8 1000 1011 1110
Q 1001 1100 1111

operations (Fig 1-17d): 6-bit character sets are more convenient for such
machines but may not have enough characters.

(e} Binary-coded-decimal (BCD) Numbers and Other Number Codes.
Table 1-4 shows scmae binary-coded-decimal (BCD) codes which express
aumnerical data in terms of strings of 4-it character codes corresponding to
decmal digits  As an examiple, the 8, 4, 2, 1 BCD code encodcs each decimal
digit into the correspond.ng binary integer:

9 2 1 7 8 3
1001 0016 0001 Otit 1000 0011

The numbers 8, 4, 2, 1 are the “weights” assigned to the binary bits defining
each decimal dimit  Somc business-oriented computers employ BCD-coded
arithmetic circuits, but this is not economucal for general-purpose mini-
computers (4 bits can specify 16 binary numbets, but only 10 BCD numbers)
Thus, BCD circurts serve mainly in numerical dispiays, printers, and
counters used directly by 10-iingered bipeds

O
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A PO - e s . - .

Adoree nanbher of othor mishes coi gx poth vith and withiout jedund-
Jhont ity hove been used.  In

v particular, the Gray corde {(roflecied codo,

Ref 6) scives in some anaiog-to-digital consertors fespecially shaft encodeis)
where b desirable to swiich onhy 1 it ata time durn
opcrations

Conversions between different coding schemes are nmportand compuisr
operations and are implemented both by haid-wired legic and by cornputer
programs  Coding schemes for punclied cardy and for pumncu tapes are
iHustrated in ¥ie, 3-2,

/3

g up or down counuing

1-5. Choice of Word Length and Data Format. (a) “Word Lengih
Existing minicomputers are S-bit, 12-bit, 16-bit, or 18-bit machines. we will
arbitranly eliminate 24-it computers from the minicomputer classsfication,
Intuitively, the number of bits quoted refers to the length of the miost
frequently used data word and thus to the number of bits in the mam
arithmetic registers. This interpretation has become somewhat blurred
because software and/or microprosrmnmno easily permnts. say, an §-bit
computer to operate with composite 16+, 24-. or 32-bit words. Such an
8-bit machime may well have one or more 16-but registers and can use single-
word or multiple-word instructions. Again, modern 16-bit minicomputers
can often address and fetch 8-bit half-words (byies) as well as 16-bit words.
We will speak of an n-bit computer if the main data paths (buses) connectima
memory, processor circuits, and external devices are parallel n-bit paths (not
counting extra bits used for parity checks and memory protection, See 2-i5)
Advertising literature should be read somewhat critically 1n this respLu

Since computauon with, say, a 4K memory can take 12 bits for addicssinz
alone, most rminicomputers w1th meanmgful instruction sets require some
double-word instructions, usually implied or disguised by indirect or relutne
addressing (Szc. 2-7). Depending on the applcation, longer word length
may mean fewer double-word instructions and thus save memory and tine
Clever design of short-word nstruction sets is the central problem of mini-
computer architecture and will be discussed in Chap. 6 We now considet
the choice of data-word length

In minicomputers serving largely as logic controllers rather than as
arithmetic processors, word length need not be determined by numercal
precision. Where speed is not important, any number of, say, relay
closures can be controlled and/or sensed through successiwe 8-bit woids
But there arc also applhications where an 18-bit word length (rather than
8,12, or 16 tits) is just the thing to simphfy control interface. program. and
memoty requirements.

In judaing the data-word length to be used in fixed-point numerical
comiputation, remember that minicomputers do not perform a true roundoff
to the lcast significant digit. Instead, they effectively reduce the missing

O
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digit 10 a zero (they “chop™ or “truncate™ the nussing digit). so that the
resulting 2s-complement number will neter be [argnrllla’z the correct guuntity
It follows that even with 18-bit data words. fixed-point sums of. say,
1.000 terms. such 2s are {requently encountered in numerical integration or
statistical averaging. must be computed with double-precision arithmetic
if we actually want 18-but accuracy ; up to 10 of the least significant bits might
be meaningless.!

(b) 8-bit Machines. 8 bus (i.e., a resolt.tHn of 1 in 256) will not permit
very accurate single-precision arithmetic, although very useful logic opera-
ttons {say in industrial controllers) aie pos:ible Multivord instructions
and operations, however, permit powerful 16-,24-, and even 32-bit computa-
tions (at reduced speed) with many 8-bit machines, especially with micro-
programming (Sec. 6-13). Another very important application of §-bit
minicomputers is the manipulation, storage, recognition, and recoding of
8-bit alphanumeric characters; note that § bits are just right for an ASCII
character with parity bit or for two BCD digits (Sec. 1-4).

{c) 12-bit Machines, 12-bit data words can accommeodate thz 1 in 4,000
resolution of medium-accuracy instruments (within 0.1 percent of half-scale
and sign), although the results of 12-bit arithmetic will rarely have 12-bit
accuracy'.

As minimum-size data processors, 12-bit computers (more specifically
the Digital Equipment Corporation’s PDP-§ series) spearheaded the muni-
computer revolution with enormous success at a time when the additienal
logic required for a 16-bit machine was still fairly expensive. The success
of the PDP-8 has produced so much valuable software thal new PDP-8-type
12-bit machines are produced not only by DEC but also by other manu-
facturers, with prices reduced w below $5,000 for the processor and a
4K-word memory

(d) 16-bit Machir.es. Since the advent of low-cost integrated-circuit
processor logic, 16-bit minicomputers have become the predominant type.
Longe: 1¢-bitinstruction words permit the design of exccedingly sophisticated
minicomputer architectures (Chap. 6). The second significant advantage
is the ease with wh:ch two 8-bit ASCII bytes can be packed into a single 16-bit
word; separate byle addiessing and manipuiation 1s possible in many 16-bit
machmes (Sec. 2-13).

{e) 18-bit Machines. The most successful 18-bit minicomputers have
been the Digital Eqmpment Corporation’s PDP-7/9/15 serics, which have
relatively sinple instruction sets and employ the extra word length for direct
addressing of as much as 8K of memory.  Other computer designers prefer
tc use extia nstruction bits for addressitig multiple processor registers

! The situation 15 somewhat betler in statistical averaging becavse we can subtract the
expected value of the chopprny error out of our result  Note, howaver, that the chopping-citor
turience still @dds 1o the vaniance of ou- staustical estimute
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or wasteful with 18-bit
Cathodz-ras-

(Scc. 2-8). ASCll-charscter packing is either clumsy
word,x, but suitable pucking and unpacking routin:
tube or xy-recocder displays of fair resolution (517 . 512 pomts) can he vers
conve thy driven with 18-bit dzta words p d with 9-bit XA and Y
coordinate vzlues: this arrangement halves beth refresh memory and refresh
time (Sec. 7-9)

(f) Data Yormats. Figure 1-17 itlustrates typical dara formars used to
cods fined-po 0t binary numbers. fioating-point numbers, and alphs-
numeric chasaciers into 8-bit. 12-bit, 16-bit, and 18-bit words. [Iusrrucoon
formats ars shown in Sec. 2-5 and in Chap. 6.

A=

1. CPERATIONS: LOGIC
AND ‘-‘\RITH_\IETIC

1-6. Logic Operations. The reasons for the explosive success of computers
with binary variable representation are not only the ease of binary-data
storage and transmission but also the remarkable s.mpllcxt) reliability . and

X, ]

————

Xz

Y(X, Xz X,
X -eazhi~zut and output
2 ] , is 2.4ner O or s
Fig. 1-5. Gerearation of a Boolean function Yof nmputs X0 Y, X,

low cost of the basic operations on binary variables. Figure I-5 shows a
“black box™ whosc output Yis a binary (Boolean) function F(X,.X,. .. .. X))

of » binary input variables X,, X,....,X,. Since each input can tak
only two different values, there are 72 dlﬁe;c'zl Boolean functions of r inpuis.
We can characterize each Boolean function by a simple table (truth table)
shewing the function values for all possible combinations of argument
(input) values (Fig 1-7).

We would like to implement many different operations Iike that of I'uz
1-5 with electr.cal cucuits, mputs and cutputs will be volrage fevels corre-
sponding to 0 and 1 (Sec 1-1). Fortunately, all Boolcan functions cun be
obtained thiough combmations of simpler functions.  The simple one- and
two-input functions of Fig. 1-6 will be more than sufficient, and all can be
realized with readily available integrated circuits (logic inverters and gates).

The elementary Boclean operations of complementation (imversion),
togical addition (wsicn, ORing), and logical muitiplication (interseclion,
ANDing) combine according to the rules of Boclean algebia hsted in Table
1-5a  The table also illustrates now these rules are used to obtain useful




TABli -2 Veny little Togie Gooz a Long Was. Gate Circuits (Combinatorial

eamc

1. Basiz Gates and Troth Tabless Tre base Joga vy vmaple v vt oanle Tuacons of binan
vanoe oa Eoon gate functon s defined exphicutdy by o 1w rahic b \Hn‘ tha gate output for 21l
con P e 0ms of Iapdis

NAND nd NOR zates alvo 3omv2 as Jogic wneerters comp’ementing a single input {1 becomes
0. and v ceversy)

s AN o HEN ~wa OR a NOR

BN O % al o a\L 0 SN0
1

0, 00 Gt ol o of 10

100t vty 10 vt 1} 00

NOTE: In some types of logic gate outputs can be ORed together
2. Imerters.  NAND and NOR gates also serve as logic inverters for complementing a single
mput  We use the followinz verter symbols.

Some gates have mo complementary owpuis, and some logic modules provide gates with
mneeriing wpurs,

a AB A+B+C A 4
. B ! 23 jL g—A_+B+C B

3 The Rules of Boolean Algebra. When we proceed to combine stmple logic functions into
more comncated functions of more vanables. we find that the combinations satisfy the following
rules of Booleun algebra  These rules are established by a simple combination of the basw
truth tables  The rules may be apphed to simphify logic circunts (logic optinuzation)

.4+B=B+-1}

AB = B
A+(B+C;=(-I+B)+C}

ALCY = (IB)C
4B+ C) = 48+ 1C }
44 BC=(4+ B4+ 0O
44+ 4=44=4
A4+ B=Bfandonlyif B = 4

b
ol

(gt -]

(COMMUTATIVE LAWS)

{ASSOCTATIVE LAWS)

(DISTRIBUTIVE LAWS)

(iDCMPOTENT PROPIRTS)

{CONSISTENCY PROPIR1Y)

A+0=4d Al = 4
40 =0 i+I=1
444 By= 4+ {R = (LAWS OF ABSORPTION)
Dy = 1R :
H+8=.15 } (BUATITY, OR 31 MORGAN'S LAWS)
(48)= 1+ B

i
1+ 4B= 1+ B 4B + 4C + BC = {C + BC

TLBLE I-% Very wattle Lopic Goer 2 Long Way. Gate Crrevnts 1{amhin ttorind

FomcriCor e l)

Lrvory Doclear funciior os erior tdovical 1o 0 or can he o rressad av @ e e sun of pumioal
polynomials {(canomeal minterms) 2,7, L’,, whore Z, e dr X or Y, [Li:'m‘,' cal jore (o u
Bunlean |1 crond

Inview of d2 Morgen'slans evey Berlean porcaon notsdenican Gea aliobee, s iasa
ungue prodi of canenical manterms 7 — 7 ¢ - Zaywhere Zc anor Xoor X ] vere
are altogerhzt 27 praterms and 27 maxterms

These caronical forms show that ecery Boolean fuacticn can, in prudciple b2 imnlem.r ¢
with mo lerels of logic gates (eithzr ORing of AND-gate outputs o ANDimg of OR-;7 .
outpuis;  Bu' the number of gates and ‘or connections needed m.gn: be resiuced decitehy 1
admit seme mteimadiate levels at the expease of extra tme delay
4. Examples of Combinatorial Logie. Combumnatorial logic involves only gates (1ncivding
inverters), no memony or delays.

(a) NAND/NOR and NOR/AND Conversion (by de Morgan's theorem)

These conversion rules are useful when we have to work with specific commercially available
components ~

ot All combinatorial logic can be implemented with NAND gates alone, or with MNOR
gates alone

(b) Single-pole/Double-throw Switches.

gj Lj>§§+as
5 T

(¢) EXCLUSIVE OR (XCR. Medulo-two Adder).
L_:DC=85+A§ C=8A+ AR
- T
E+B B .

NO1E- C = 0indicates that 4 = B (coincidence detection)
Many other implementations exist
@) Recognition Gates {Decoding Gates) for selecting devices identified b, a bmary addiess
code, for presetting counters, etc

@

e B 2]

gt0 - — 1
Bit 1 i - From register,
8“; g T counter,or bus

T 1108 1:f O0ON

e vt e e ]

e st b Wi —— = e e s e

S
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a A 2 A
13
LND . oL} XOR
I A A
a D_— S @v_
at \A! Al
NI 8\l o0 1 R 0 1
Oi o ¢ el o 1 0! 01
11 0 1 7 l 11 1 l 1 0
NARD NOR NCTXOR {Coinc dence)

A Al A
R' o 1 8\! ¢ 1 EA! 0 1
‘ } .9
o| 1o o]l 1+ 0 of 1+ o
Ii t O 1 o O 1[ 0
{5

. Frg-r-6. Figure 1-6u shows Boolean furcvons of a single input  Figure 1-6b defines the
mest important funcuons of fwe inputs by sanple truth tables and shows commeonly used
symbols for the corresponding logic gates

Boolean functions with simple gatcs. In particular, AND gaies and
inverters alone, NAND gates alone, or NOR gates alone can perform a//
Boolean opzrations. This is of great practical importance because some
types of solid-state logic make it easier to implement NAND gates, whiie
others lead to a preference for OR and NOR gates. Many commercially
availeble logic systems also offer logic gates with more than two inputs,
which are often convenient (Fig. 1-7).

A flip-flop is a 1-but memory device for storing a bina:y veriable; flip-fiop
registers ar2 ordered sets of flip-flops for storing digital words. Table 1-54
defines each of the most useful flip-flop types by the method of data entry and
shows two important appiications {ses also Secs. 1-7 and 5-3). Figure
1-8 shows how approprately timed contiol pulses are used to parallel-
transfer the contents of a flip-flop register to other registers.

D:gital-comptter arithmetic cireuits will be designed as logic circuits
operating on the bits of bmary-number innuts to produce desired binary
output numbers. with inpufs, outputs, and intermediate results stored in
flip-flop registers (Sec. 1-9). .

Techmques for simphfying logic circuits (i.e., minimizing the number of
gates and fiip-flops, gate inputs, interconnections, and/or cressovers) form
the subject of Jogic oplimication for digital-systemn design (Refs. | to §j.
Optinuzation of a large digital system, such as a complete computer, is

e g e

21 LOCIC OFIRATIONS 1-5

-~ I A — : %
L — = B —— i
- At N ST —
g c C_:D* | | ~. Z3-CD
e
C S o — | e
o E E —- e
F F

Mum-imput NAND gote MDD gctes w th ms2d CR
(rot pzsaibie wtn

all types ¢ 'o5ic)

Fig. 1-7. Sorme mu'i-input grizs a.ailable o ontegrated-circuit form  Maony ether types enst
eften itscif done with the help of a digital computer. On the other hand, a
rescarcher or engineer who merely wants to use a small digital computer,
and to intarrace it 1o some réal-world instruments and controls, will seldom
require formal logic opiimization A/ we wusually require is the mazerial in
Tabie 1-5, sume reasonable commion sense, and a nice collection of #:ed logic
circuits we can adapt and modifs . Manufacturers’ catalogs and applicution

TABLE 1-3b. Very Little Lozic Goes a Long Way : Flip-fion Circuits.

even afier (puts have bezn ramoved.  Flip-flops tiies implement memory for b nary varable

and permit daie sio-age ard cutomaic sequenial operctions.  (That is. logie states can dewer-
mine thz sequence of fu.ere logwe states, as i data trans‘ers, counung eic)  Althcveh a
somewhat bewlderra vasets of differert flip-tiops are seld. ail are dernved from a few simple
trpes  Specifealiv, the bas.z reser/set (RS) flip-flop retans its output state through regeneratine
feedback unti 2 new reversirz input s applied.  Other types of fip-fops add differert mmpui-
gating crreunts.

Q (a) Reset/set (RS) flip-flop. R =1 (level

L ] S 1 o1 pulse) resets (clcars) the flip-llop(Q = 0)

; ! untt § =1 sets the Pip-fiop (@ = 1)

S ; S—=8  F—0 R §.=0 leaves outpul unchanged

R = § = 115 dlegal (1ndefintte nutput) or
R =1 mu oternde $ = 1 Muluple sat
wpats of multuple resec mmputs are ORed

.
togethar

W
[
L
@
-
U
1
I
A
()
Laf )
[e]

——
¥
— St .~ (p) Goreral-purpose flin-flop with enabling gates  Many different types
_' ’ ewus: Inputs may molude mnerting set and,'or 1eset inputs muinpie
_ gz'e wnpute, ete. Fregquontly. the lower reset nput 18 gesigned 1o
- Reszt F—— T ovzrnide all other wnputs
A
‘R

In some genaral-parpose fum-flops (drode, transistor loge, DTL), gates have ac-co ipled irpurs
which set or rosat the Tip-7op wher avoltage szep (cather up or down, depending on the typel s
gated by 4 looct

C‘

2
-

- i 1
1. Flip-flops. A fip-flop. I = ire famiar toggle switch. wiil stavin a given output stare (0ot 1) ¢
N
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TR I s 2 sz s
—Q ot — = . seee o
-4“7_’\ - - ppSPR
I ¥ 2s- S _l) s:- | z
T (cYAnother type of general-purpose tp-flop  The two set- i”’"'
:D Ses gate puts are_ORed together _The micried set and resat ) £ sstt
— B mputs requure § = O to sei and R = 0 1o reset . N
_ Diressr p—z i RESET
O e, |
R 2 _ _ Bu2 r :
i —D Se- Dota Deto
—_—
i o ' = - ~ .- -~ PP
! |YS ) General-purpose flip-flop connected asa JA flip-flop. wheah Fre 1 7 fese” | B S g S
" - |_ - acts ike an RS flip-flop except that J = K = | always | bpeger
:_f'——r-:\‘ ) o2 Q reversss the output state With 4" and K connected (dush
7 - Iines). we havea T(trigger) fip-flop: ForJ = K = 1, output L=~ | e ] e e e Y et -
2 o EY. ) reverses whenever T gocs to | —
Pulse 2 Puisel Pulse 1 Pulse 2 Pulse 1 Puise 2
, {R (STRO3Z) {CLEAR)
! {a) {b) (e}
%S P Fig. 1-8 Clear-and-strobe transfer into a flip-flop register fa) and jam transfer betvwecn registers
Daia Dats (¢) Data/contro! (sometimes called type D) hyand (c) Ifthe dua! transfers m (b) or (c) are to take place simultancoush wecan use dual-racl
— -0 —3%]5 — 0 ) P 3o
i _D Ser fip-flop.  Output Q t1kes data-input value flip-flops to make sure that the old output of the first register 1s transferred before 115 upJased.
? ] when control mput goes to 1—1t acts as a i
T j ] Y Reser 5 . g ‘fmary sample-hold cucuit 1tis important notes should be consulted for special tricks and precautions appiwable to
b H— C — Fa . . . . - .. .
— r_ T for jam transfer of data umed by control specific types of commercially available logic. Digital-computer 1nierface
iR 1R (strobe) pulses and in shift remisters. 1 1 Tem Al . <
Contral Control ogic will be discussed in Chap. 5.
Dual-rank (nmstcr-s‘lm.el tp2 D flip-flops are designed to establish u defimite time interval 1-7. A General Finite-statc Machine. If we agree to admut logie-state changss only at disere’e
between input and OULPU_‘_ S[fPD_ . clocked time ntervals 0, A7. 247, , then erery sequential machinz car be buik from A type D
Consult manufaciurers” logic mnm_mn for exact logie fanout logzic-level tolerances nosse flip-flops (Table 1-54) plus combinatonai logic (e ¢, AND gates, OR gates and 'ryesters, o7
immun:ty, pulse duration a‘nd step pse ume required to tnigger fip-flops. ete NAND gates, or NOR gates), as shownin Fig 1-9 Each flip-fop output equals 163 1oc-le vel
2. Important Fhip-flop Circuits. e -
(a) Simple shift registers. Note the i I 1,
js {5 possibility of parallel input through | i l [ i
1an — A L — »  e\tra set and reset terminals 1 !
Dota in ’—D L 'S l v
Commnatonial ! r_[D ) '.r Cambinatorial |17
':D | } logic ~ X, | logic
. 1. — — — = i had |
X I [ R '
Shif |
pulses Fa gts l Y,
1S ! 1
s IS ¢ | %o |
Detom 5] D - - |
|
| -
1S I
F
3 5 |
X
Shuft < o
ouises R
T ———r Set imtia! e~
‘ e S
T Clock pulses
Carry g’) |SI{H[)|(‘ }”H“r-‘“ counter Fig. 1-9. A gencral clocked sequenttal machme  The gnen logic and the initial register
T -I“‘C“W“”;Lf Ip-liop com- cortents “X deternune all subsequent flip-flop states *X = (X, fY,, ) and outputs ¥y =
T | Plement-whenaveritstigeer fY 4. ) =YX R through the recursion relations
Incretorn T mput changes to
o 4 €Oty Counter can be presel winh FIX = FEX A k=012 .
decrement town) ¢ 1y K mputs O O
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wpo. At the tume ol the tast cloch-pua'sz upswing Thus the V fp-fiap oupuis
o {1 —_
X =X/ 4Ay r=1.20 L.

are Boolean state variables defiming the state of our system duning the L:b clack 1" zrval Gien
the Narmalvalaes X0 a¥ furure stares are deiermunad by the N recursion relutions ' Bolean
dierence eguaiions., staie equaions),

X0k = D] = FOLL0 VA8 XNuhAd]  i=12, ... N k=01

,.,..

where each F:sa Bools.afuncucn of the X, The M system ouiputs Ytk Arjare also Boolean

1
fupctions of the state . - ables X (X A7) and may. Dbhe the F,. depend explicitly on the ume
vanable &
In an actual drgitat computer. the state-deternuring fip=fopsin Fig 1-9 will be groupad mto
processor and memon renisters contaming numencal and control information

1-8. Fived-point Arithmetic and Scaling. Minicomputer data registers
hold 8-bit, 12-but, 16-bit, or 18-bit data words. It is also possible to con-
catenate two or more such words for double or higher precision (Fig. 1-17).
We have seen how a binary word can represent an integer (Table 1-1) or a
fraction (Table 1-2). In pninciple, a binary computer word (aq,a,,4,, . . .,
a, ) could also represent a nonnegative binary number of the more general
form

1 1 1
X=2r(§(104-¥(11+"'+?a,,_1) 0_<,XS2’——2r_" (1-4)

with a binary point implied ahead of ¢, (ifr < O, weimplyOdigitsa,, a,+4, ...,
a_, between the bmary point and g, as in X = 0.00101). An analogous
gencralization applies to signed {positive or negative) nunmibers.  With such
representations, we must keep track of the exponent r determining the
binary-point location throughout the computation; in particular, terms in a
sum or difference must have the same . Floating-point arithmetic programs
or circuits (Secs. 1-10 and 6-12) employ some or all the bits in an extra
register to specify the exponent r and compute exponents separately at each
step of the computation at considerable expense in either computing time or
special hardware
With fixed-point arithmetic, it is best to cousider ail numerical quantities in
computer registers and memory as either iistegers or pure fractions (Tabies 1-1
and 1-2) We propose to employ integers (which may be positive, negative, or
zero) only (6 represent actual real integers used in counting, ordering, and
addressing operations,  All other real numerical quantities X in the computer
will be regarded as signed or unsigned purc fractions (—1 machine unit
< X < -+ 1 machine unit) preportional wo corresponding quantities x 6ca‘urring
in tire given problem:

X ="Ta, ~] (1-5)

Each bracketed quartity [a, x] 15 a scaled machine varizble representing

I
s

FINSD POINT ARTTENEHIC AND 540 \I-I\CO 1-8

the corresponding problem sarable v i the computer [ s contenient 1o
resivict the scals factors a to intcqiel posers of 2

For best accuracy in fixed-pouit compuiztions, we try o pick each scale
facter @, as the laigest {positive. negatine, or zero) integ:a! power of 2 which

vl still heep the muchone vanabie {a,  x] beiween —1 ans +1-

== < = - 1-6)
Y max {1} (1-6)

Unfertunately, bounds for max [x] are not always known ahcad of tims, so
that we may pick too sm?h} o, too large scale factors. Too small scale
factors waste computer precis.on.  Too large scale factors cause overflon
of the corresponding computer variables, which makes the cemputation
invalid. Dugital computers have flip-flops (flazs) which set to indicate over-
flow in arithmetic opeiations. These flags will not siop the compuiciion b
themselies bur must be tested by programmed instruciions (Secs. 2-10and 2-11),

To scale mathematical relations for any given problem, we simply u\pns
each problem variable x in terms of the corresponding scaled machine
variable [a, x]:

i
=—la, Xx 1-7
o lee 31 (-7
Our scaling procedure is best exhibited through an examplz

EXAMPLE  Scal=
=av 2 b2

given e =10 5=00 —-7=<x<19

Since mulupicat.on consuries more computer tme than fixed-paint addition, we rev nit2

—

V= x{g + b)) = Xz

We must scale the intermediaie result = = a + by as well as v. substitulion yields i < It <
16and i < 256 Now we simplh replace a, b, 1 =, and r by

G o o) ) i

w' ere the bracketed gquanutics are pachine vanables between — 1 and + 1 We thus find the

seoled machire equation
v e 1
[si) - [ llie] svols

whahis eastly cheched acownst the given problem equation through cancellation of scale factors
Note that our enmpuianion meoltes onhy scaled madine vanables and mudaphag fuctors
=01 +2, Y correspord 1y 1o sumpie signed-shiin operarors (Sec 1-96)

!

Q. r scahne procedure, as 1 were, heeps track of the correct exponents rin Fq (1-4) outmde
eftrscomputar .
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Although fixed-point computation raqnuires us 10 pregraa with scaled
variables, we may not bare to bother with the job of scaling reams of 1achie
input and or ovipit data.  Entering and printing arabic numerals requires
senic comjputaiion (tianslation to and from binary numbers)in any case. and
iz is 's ally readily possible to incorporate scaling operations in such

input/cutpat programs (Sec 5-27).

1-9. Some Binary-arithmietic Operations.  (a) Addidon, Subtraction, and
Overfiow. As discussed in Sec. 1-8, ve will consider all fixed-point binary
nionbers as signed or wnsigned integers and pure fractions; 2s-complement
coding is most common.

- The half-adder {module-2 adder) of Fiz. 1-10a is a togic circuit for adding
one-digir binary numbers and is seen to invohve an XOR circuit. For
rultidigic addition, e.g.,

19 1090 1 1
09 ¢ 1001
bR i 1108

rR_IN

Carrics

each I¥i-by-blt addition can gearrate a carry bit, which must be added to
the pext-higher-coder Gigit This is accomplisi r:d b_J the full-adder scheme
of Fig. i-105. Figure 1-10c¢ shov.s a complete three-cdigit binary adder made
un of three full-adders.

Such adde.s vi!! produce correct results with signed nunibers (2s- or 1s-
complement code) if we follow these simple rules:

1. Witk 2s-compleinent arithmetic, simply

add as hﬂum words represented
ponnegatise numbers, and disregard sign-bit ca
0
‘J

iries.
2. Wuh 1s-complemert arithmetic, add th -bit carry (if any) to the
ieast significant digit {“end-a ound” (‘rzn_)).
EXAMPLES
DECIVAL 25-COMPLINVLENT CODE I3-COMPLLMENT CODE
(Integer)
6 of 1 i 0 ci 10
-7 110 0 1 ! ]
Y N I lil i 0
6 L I O S 0 !1 g
—a i i 0 0 10 1 !
2 — o]0t 0 ——0}0 10—

d:scarded carry “end-around” carry —

in siraple adders hike that of Fig. 1-10c, low-order carries must propagate
{“ripple through') all the way to the highest-order bit before the sum output
iscomplete. T Ve time, onc could, in principle, compute the result bit of
each given ordor as a Boo’ean function of all summand bits’af the same and

H
Y
-

| i i
| Dofi =
- i — ; -
!

L i !
, .
i — .
| S , L i
{ {
l ‘—D LCRRRY CUT
5}
Leas: Ay ——mm—— [ S 'Y
3 grrasent D ;
it By e > A0PER L
CARRY
[ — .
LU — — (a+BY
. ADDER
¥ — ——f\..ADQI
BMott by ~— ——————) Pl b ——— (A% Blg
significant 8 ADDEF‘-J ____ CARRYor
it o i OVERFLOW
{~}

Fig. 1-10. Halfadder (@0 full-adder (b) ard a 3-br adder with simple ripple-through corey
propagaton (¢}

lower orders within two gate-delay times  Practical carry-lookahead
circuiis constitute various tradecfls between circuit simplicity and speed
{Refs. 1 and 3, and Fig 1-1§).

Minicomputer adders usuaily add a rumber in a processor arithmetic
register {accunmitiawer) to a vum‘\,r taken {rom inemory {or from another
register) and place the result into the accumuliator (hence sis name)

Fined-pomt addition of «wo nunibers produces arithmctic overflow if and
OmV if.

1. Both terms of the sum ha:
different sign

z. Or, equivalently, addition produces a carry out of the sign bit or out of
the most significant bit but not beth (that is, the EXCLI O.’E OR
of these caines 1s 1),

¢ Identical signs but the computed sum has a



3L

(]
)

|

o
T"

o
<1

-
<
o

O R ®®
2l

%)

PIN NumpeERSs = O
Vee = PIN 24
GND = PIN 12

{a)

|
I
" e e m e e s e e e e [T e S e M m e T e L e e M m e em s e b
| e o = | I - - = !
1 Fo By % By Ry By Ry g e e R Ty Rg B B Ty Ry Ba By BoRygBiohyy By TR RS L R L PRUPRATE TR
i ! ! [N ! [ b | ! ! 1
| R IR = P N W St N ot Ly I =
| 1uini Ho niginin IRIRIN I
t { ' . 1 { | Lo i !
S Wodbdd W PRI e Lo dd g bt
‘ C—‘-__"f«‘(RY TN r‘»u\'u A . ' R N T Y R AT r‘:\,lv” Y T r-'.“” oy LI |_ i
4G % ' : tEams

; P ) '-‘—'—""()”.\ m——
! LYV - ff-—-—-—t,u. r-__..__\__J,,, o' ou
b NPT N L 9140 COML Yyt A ¢ LI co/ri, e, ) P '__9_‘-

\ iy
: —~4rn . — - .
i) ; .
| ey DN LN O ; [} _::1( r, 4 8.1 AHIOMETC [ o3 X CECARNANT TS — 4r, BT AT IE I |
! S LG ura -cdie LOG i urat T3 5 S — & LUGIC 1 a¢h [ (r vyt -
| . o .
|

i CUE -~
%0 0
Sl e ST " ' N

‘ For 1's complernant snthirslic, conract Ta 7 tnto Crery Ouf
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Fig, 1-11. Complele 4 bt 17 L anthmetie/logic uint ot a single mtegrated-oyrewt chip (o) and « 16-bit minicomputer anthmetic/togic st with group (>

carry lookahead using four such ¢hips {5y A 12-bit anthmetic/loge unit g5 alvo sbovn m dashe hives Buts marked A0 8, on two mput buses are

combined to form outpat-bus by ', Two funcuon-contro! bit 5,0 S, determne the iunction

0t SUBTRACY 0l XOH
19 ADD I AND ‘
1 Viaximum delay i 35 nsee for 4 bits, 49 nsee for 16 ity Shifting would he done weth repsteegate circwts (5 andhild Samconductar )
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The same reasoning appiies to subtraction if we regard difierences as sums of
positive and’or negntive numbers.  Logic circults can test s ummand and
SUNL ».208 an ﬁ stan overflow-flag flip-flop.  Many minicomputers, however,
do roi have a true overflow flag but only a carry flag {(accumul.tor-extension
ot link flip-flop). which 1s complemented by carries from the highest sum bit
Onverfiow tests for negative numbers then require severa!l programmed
instrucirons {Sec 4-8¢).

Binary subtraction can utilize modified adder cirewits (Pa/f-subtractors and
Sull-subtractors with negative carries or “borrows,” Ref., 1), or we may negate
the subtrahend (Tables 1-1-and 1-2} and add. E

Figure 1-11aillustrates the logic design of a complete 4-bit arithmetic/logic
unit, which can implement the bit-by-bit AND and XOR functions as well as
addition and-subtraction. The entire circuit is a single integrated-circuit
chip. Figure 1-115 shows how such circuits combine into 12-bit and 16-bit
arithmetic;1ogic units.

(b) Shifting (sec also Sec. 2-10b). The definition of binary-number
codes (Tables 1-1 and 1-2) implies that shifting each digit of an unsigned
1s-complement or 2s-complement number 1 bit to the right will multiply the
number by 4, protided that the new leftmost bit equa[s the old sign bit or is
0 for unsigned numbers. The old least significant bit is lost (chopped rather
than rounded off).

Conversely, each 1-bit shift to the left will multiply the original number by 2,
protided that the new rightmost bit is made 0 for unsigned and 2s-complement
numbers and equals the original sign bit for 1s-complement numbers. Such
multiplication by 2 will produce overflow if and only if the most significant

“bit of the given number was 1 for positive numbers and 0 for negative
numbers.

EXAMPLES (4-but 2s-comrplement code)

0110 represents +6 (or +%4) 1010 represents —6 {(or —&4)
0011 sepresents +3 {or +34) 1101 represents — 3 (or — %)

0110 and 1010 cannot be sh.fred left without overfiow 1n this code (1zn bit and most sianificant
but differ)

Digital computers employ shift operations for multiplication by integral
powers of 2, and zlso to move partial words (bytes) in character-handling
operations. Shifting could be accomplished with a shift register {Table
1-5b}, but i most computers gate circuits like those in Fig. 1-12 move each
bit of a word “sidev.ays” during parallei register-to-register transfers.

{c} Binary Multiplication. One ordinanly computes the product of two
n-bit binary numbers 4 and B8 as a 2n-bit number, so that no information is
lost.  This works nicely for unsigned integers or fractions,

IJI»3=09
or A xy=Us

O

}is represeited by 17 x 11 = 1001

RH SONME RINARY-APITENETIC OPERATIONS 1-9

and also for sign2d mitegers, say in 2s-complement code:

(=3} % 3 = —9:>rgprn,z~ ed b 10§ x 011 = 11011}
(=4) x (—4) = +16isrep tad by 100 » 100 = 010000
But if the n~bt rrul‘ip’ier inpuis 4, B and the 2n-bit wultipher output
arc interpreted as siened fracrions (Table 1-2). then the muliipler outprt is
P e
Ba1 | f

SHIFT SHIFT
LEFT RIGAT

Fig. 1-12. Shifung (multiplication by 2 or }%) with register gates (multiplexer chips)

14 4B (not 4B). Thus, in 2s-complement code:

101 x 011 > 110111 represents Y5(—=34) x 24 = =4,
100 x 100 — 010000 represents 4(~1) x (=1) = + 14

A fast multiplier for short words can use logic or table lookup to form
product digits, but this is too expensive for minicomputer arithmetic,
Instead, we procecd as in pencil-and-paper multiplication.  We multiply
the multiplicand by each multipher digit in turn to form partial products,
these are than multiplied by successive powets of 2 (i e., shifted) and added

For simplicity, let us consider multiplication of unsigned integers
Instead of shifting partial products, the computer adds the most significant
partial product into a cleared 2n-but register (actually two-n-bit registe:s),
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[

shifts the register contern s to the left, adds the next poitial product, ete.
With binary numbers, cach multiplier it is either 0 or 1, so that cach parhal
product simph adds uhu 0 or the given muhx shcand.  These operations
are accomplished either through successive computer instructions (multipli-
ca.on subroutinz. software multiphcat ) or moi¢ quichly by hard-wired

log.c
Fya $ - 15 0f{1 x 10t
e 3 3 =13 S
ENAMPLE{( » 3 3 oIl
000 -
011
Q01111

£ Division. Division subroutines or hardware employ a double-lengh
drido d and a one-word divisor.  The result will be a one-word quotient plus
& one-word 1emainder.

We agan considor only unsigned integers or unsigned fractions. Wc
beain by comparing the diviser with the high-order half of the dividend: t
druiseon ores flons {and is stopped as unsucces"!ul} unless the dzvxsor 1S

'

larger. ™o guotient bit is entered at this point.

Ere v o-word di\"dend 1, neat shifted 1 bit to the left, and the
conlents of the raost sigeificant register are agam compared with the divisor.
iy e sull lareer, we enter 3 as the mosi significant quotient bit and shift

sgpain; if not we enter 1 and "‘-‘bt“ ct the divisor into the most significant
dividend regzsster and shuft.  We centivue in this way (much as in pencil-and-
raper division) until all quotient bm are compuisd. At this point, the
most s'gaificant diidend regicter w il contain the vemainder ; the least significant
zuczi.m’ reg:’:-t@ ceitawns the (itegrol part of thel qunrient.

EAAMPLE (IS - 7 = 24, 3-bit words)

a0 G 11 1 1 mo t L1 10 (b1 111 0 0O
[ S| 1 11 1 11
a0 onerflow, shi? sheft subiract and shift

Quotiennt- 0 1 0 Renainder- G 0 1

For divisior of signed rrunbors, consult your computer manual as to the
sp: ific formet usad, Mest hequently. h:: uU:r?Ct}y signed quotient 1s icft
in the least significant divigend register, while the remainger, agam in the
most sigmificant dividend register, is 2n unsigned number preceded by the
s.2n of the awidend.

To compute scaled-foction quotients XY ef N-bit scaled fractions X, Y
{Svr 1-8Yor, dor the! reatter, of N bitintegers X, Yw.ith an & bit computsr,
: phc, X ante the most significonr dividend register and clear the jeast

1
significant dividend registor, ihc desired sig rcd or unsigned ftactional
u

oliert wail be correctly produced i the form 27524 X /1

RS-

g b an

[}
~

FLOATING. ¢ OINT APHHH IETIC Q 1-1)

1-10.  Floating-noint Arithrostic. () "F}Of:tina'—poim E):‘;;:' chrc:‘cniation.
e

Binary fieoting-raint arithaietic represents sach read nun
")
a

nu'nbvz:. an ;\—H't signad '&n r_\ frdction {(inantivsa) _4 aned an V-bit s:iendd

X =4 x2*f (1-S)
The mantissa is usuellv represented in sign-and-n, adniturk‘ unlc {Tablz 1-2).
The exponent can be a Is-complemeut ntez*r (Table 1-1), some qo“tmg-
point number representations do not use th? exponent R u\L‘I but eniploy,
instead, a nennegative birsad o ‘~"1\.1i or characteristic

R=R+B8B (1-53

where B 15 an agreed-on positive integer
point forrats are shown in Fig. 1-17.
Floating-point numb.r representatfon is not unique sinve, {01 mmsiance,

0.10100, = 0.01010, x 2'° = 0.001012

Typical nunwcomputer floating-

mantiss2 is a 1, is Uft dc‘ned as th normalized f ‘orm of the m\mn »poxm
number. A nuraber s alse considered *1ormal.7r°d if the cxponent s as
sinali as po.sible and the abscluiz value of the mantisca is sull less than ,‘/,’.

Some computer manuiactareis o v, IBN, Inierdats Dm 1 General) use
hexadecimal Bousting-peint repres=.tatio 1 ¢ \;enn.d by

X =4 x 168 (i-1u

where 4 is a binary fraction end 2 is a binary integer (usually expressed mn
hexzr*cc:max code, Sec. i- Ia this case, a properly nornnlived mantisse
wil' have at least the magnitade 3 ; ie., at least onc of ' four most
s:g.:xﬂam bits of the positive fraction s a

Forturatelh, mos: miticompinar useis meet Sigary floating-pomt formats
only when trowbleihocf;“g. In'*ut,’output is almost alwans m decinal
finating-point format, usua'ic in the E format Lumihar to FORTRAN users:

N2TIY 4 €2 = 02734, x 10°

1

g-pomt repieserietion [Ea (1-84]

covers tiwe ninge

[N

sy el , St R
—-2F Y X 22 l (i-11)

e . NN PN

This 1taage 5 vssalh so very large (27 o0t for M= 8, see alzo

Vig, 1-17) that no scalig is necessary with must poacrod! problens Ths

.

-point compmtatict. v pad foc with
either extra computig tuus or e eapensive hardware, 2nd usually alss
with reduced precision per but used to represent X (M bus are used for
the exponent, which doss not contribute “‘significant dwrit.™)  Roundoff

- a
fruly dromuatic ads '-'ﬂ‘; over fixsc
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errors can be multipli-2 =u targe factors 2% in some paris of a computanion,
S0 th:;t a multxdlgn Lo -point result may be less accurate thau it looks
In paticular, moucor: uicr mwo-word floating-point formats have uncom-
fortably short mantissas.  Unless vou know exactly what you are doing. ve
recommend three- or iur-word formars with 16- and 18-bit machines
(Fig. 1-17)  This appiiss especially where many terms are added, as in
numerical integration nd averaging. .

Overflow of the flo2:zg-point range [Eq (1-11)] is possible, but rare.
Underflow (normalizad exponent R below 1 — 2¥7!) will return X = 0 in
most systems.

(b) Floating-point Operations.
require the compuier oz

Floating-pomnt addition and subtiaction
erform the following—fairly involved-—operations:

Compare exponents

Shift mantissa of smaziier term so that both terms have equal exponents
Add (or subtract) mzniissas

Normalize result, chack for overflow, return 0 on underflow

With ﬁoatino-poim
simpler than addition 2

a "hmetic multiplication and diision are rather
subtraction:

Enter with normalized data; multiply (or divide} mantissas-—exit if 0
Add (or subtract) exponents; check for overflow, return 0 on underflow
Normalize result

All thess operations must be implemented with software (subroutines), with
a microprogram {Sec. 6-13), or with optional hardware (floating-point
arithmetic umit). Be rust also provide for the additional operations of
“floating™ fixed-point r-anhers and “fixing” floating-point numbers, and for
decimal inputfoutpur.  Suitable assembly-language subroutines will be
found 1 computer menufacturers’ software listings; floating-point hardware
is discussed 1n Refs. 1 end 6.

MEMORY AND COMNMPUTATION

1-11. Iniroducticn. A computer memory 1s needed to store data and
instruction sequences. = addition, a finite instruction set makes 1t necessary
to corpute and store ir-ermediate results.  Ineffect, each computer memory
consists of a large numter of binary storage registers (memory Jocations) each
capable of storing & complete computer word, plus circuits to address a
progran-selecied me-->7 location for readmg or writing a word.

To access a memon lccztion, we place its number (memory address) in the
memory address registzr, A “tree” of decoding gates (Table 1-54) connected
to the memory addross rzgister will then direct logic signals to rcad the
sclected memory wo-d ento the memory data register (memory buifer

O

i

O
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register) or winte a word from the memon

memory location  The aceess time 1 the um
The write tinte required to select and wniz 5 aiten w]?m‘ ) c}c timz, o mierson
eycle baing the time requued to read erese @nd wnizTewrile i a 1 dusic-
core memory (See. 1-12).

The main reeory of a minicomputer usually has between 1,000 ¢ 13 76!
words of magnetic-core. seuiconductor or p :w‘d-‘ 1re storage with ¢ By
cyele tmes between 230 and 8,000 nsac (Sees. 1-12 and 1-13) As a com-
promisz, inexpensive §00- to 3,000-nsec main memornes can be supplemented
by very fast (50- to 200-nsec) intermediare storage (scratchpad miomories)
in the form of flip-flap-1egister o1 semiconducior memorics  In addition
we often add slow but mexpensive mass siorage in the form of m gn"tr
disks, drums, and tape (Chap. 3). These can store large programs #ud dota
blocks (up to millions of words) which are (ene hopes) not mci itely
nceded at all imes, but which can be transferred to and from the mam
memory as need anses. We thus have a hierarchy of storage sysicus.,

3 [

1:12. Core Memories. Most minicomputer main mMCmorics are ¢ore
menories, which store individual bits by magnetizing toroidal ferritz corss
in the 1 or 0 direction through a write-current pulse (Fig. 1-13a}  To reod
the information stoted in such a core, one pulses the core in the 0 magrcti-
zation direction; if a 1 had been stored in the core, the resulting flux 1eversat
would cause an output current pulse in a sense wire threaded thicugh fhe
core (Fig. 1-136). To select only the cores associated with a specific word
in the memory, we implement the read and write currenis through super
position of select and inhibit currents in two or three wires threcoding euach
core (coincident-current selection, Figs. 1-13a4and b).  Figure 1-13¢illustrawes
a typical core-memory word selection scheme (3D schemie), and Fig 1-134
shows the wiring of a typical bit plane; the sense wire is threaded through all
cores in the plane in a pattern designed to cancel the effects of the half-szlect
current pulses associated with unselected cores. At the expense of « little
extra switching logic, the same bit-plane wire can be used for both inlib:ting
and sensing, so that only three wires need to be threaded through each core
Reference 3 describes two different word 'bit arrangements for core memories
(2D and 2}4D).

Core storage is nonvolatile; 1.e , the mertiory continues to stoi 2 its contents
even when computer power 1s off Full-cvele times of typical mmu-
computer core memories are between 630 nsec and 8 psec, half of which 1s
the access ime.  As shown in Fig. 1-124. core-memory readout is destructive:
i e reading clears the addressed memory location; ordimanly, the woud thus
read into the memory data register is rewritten into core duning the second
half of the READ memon cycle. The cicle time of even a 650-nsec core
memory is quite long compared to the 50- to 100-nscc clock-interval tines

O



1-i2 INFROLLUCTION TO VIl ONPUTATION 36
Y-SE15CT Y-SELECT
LiNT LidNE
SENSE
LINE
x-SELECT

LINE

\ Z
g Gl =T
/\>/ NE LINE

{corrent I1=Q)
WRITE |

(o)
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D0 A gen Ct e 2 gnen bit of a s2lectad word) depenas on tiree current pulses. Each of
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direction Ifa b was storad. it woll be erased and the flun reversal will cause a 1 pulse m tie
2 The lorer common to all nords, sets a speaific memaory -data-reaster bir via a

stise amrplifier

of inievrated-circiut arithmetic units. In larger digital machines with
muiziple corz-memory banks. one can partially circumvent core-access
deiays by takine successive memeory words from different memory banks;
this permits rewriting 1n on2 bank to be overlapped with logic operations
and memory accesses to other banks.  Such memory-bank overlapping is
rerely used with mimcomputers, which may have only a single memory bani
alt ogethcr, but the possibility should not be over looked (Sec. 6-9)
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¥ SEMICONDOCTOR AND PLATLD-WIRE “ITMORICS 1-13
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- Frz 1150 One bit plarc of 4 16-word 2D core-memony vnit{#  Helivrrwon, Digrral Comp i

Systent Provoples, MeGian-Hli New tork, 1957)

Zore-magnehization retention at températures much wbove §3°F equires
either high-temperaiwce core material or an automatic decrerse of coce-
drrng currenis with temperature.  Typical mimccmnuwf CCIE MIMCIIES
can work at ambtient temperatures up to 110 to 130°F : you should check this
spectficaiion carefuley against vour application req.mehmus.

With new monohthic sense and driver amplifiers and clever core-stringing
techarques, core-memory manufacuurers are still holding tazhi own aganst
the onsiaught of new sohid-state memornies. Typical 1 b t l-usec meini-
computer memories, inciuding selection. dn ving, and sensing electronics,
cost on the order of 2 to 5 cents/bit in 1K banks.

1-13. Semiconducror ord Vlated-wire Memories. With the advent of
medium-scale and la: ge-szals integrated circuits prrmutting faw manufactur-
my yields. all-electroric sohd-state m—::ncries have become areahity  Semi-
conductor muioiies are smaller than cculvalent cote memones; they can be
joster and consuine Ivss power, and, in the long run, semiconductor memorics
will probably be substantially c}‘\,umr (R-f 23}

Bipolar-transisior static memeries, which arc esseatially multiple 8.p-fop
registers plus rcad/v\mc/sclcc 1on circtits, are directly compatible with

D
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transistor/transistor or emitier-coupled logic and are very fast: read and
write times below 30 nsec are readily possible.  No rewriting after reading
is necded (nondestructive readout. NDRO). Bipolar memories are fairly
complexintegrated circuits and are still expensive (of the order of 20 cents, bit
in 1K banks). They are. therefore, used mostly in small “scratchpad™
memories.  Prices are expected to decrease to below 2 cents/bit asintegrated-
circuit yvields improve.

—-MNOSFET (metal-oxide-silicon field-effect transistor) semiconductor mem-
ories imolve simpler integrated-circuit patterns and are cheaper than
bipolar memories While older MOSFET circuits needed level-changing
amplifiers to supply large logic-voltage swings, some newer MOSFET
memories are TTL-compatible.  MOSFET memories also come as static
(fap-flop-register) memories but usually as dynamic memories. In a dynamic
memory, each bit is stored in what amounts to a shift register whose output
is fed back to the input through a clock-gated MOSFET refresh amplifier,
so each stored but is recirculated and regenerated, say, 1,000 times/sec (Fig.
1-14). The refresh amplifier can be time-shared among 16 to 32 memory
cells. Simple silicon-substrate MOSFET memories are slower than
bipolar memories (and slower than some core memories). Typical access
times are between 300 nsec and 2 psec with nondestructive readout. 1-usec
dynamic MOSFET memories cost about 1 to 3 cents/bit in quantities of
1,000, and prices can be expected to decrease to below 1 cent/bit.

The era of sohd-state computer memories 1s still in its beginning  One
may anticipate massive developments, both with respect to better yields (and
thus much lower memory costs) and in the development of new integrated
memory circuits. In particulai, different types of MOSFET circuits
fcomplementary MOSFETs, sapphire and garnet substrates) are under
active development and can be expected to lead to substantially faster
MOSFET memorics. Compared to core memories, semiconductor mem-
ories have tbe odvantage of nondestructive readout  On the other hand,
semiconductor memories are volatile; 1.6 , memory contents are destroyed
when computer power is turned off.  In sufficiently critical applications, one
must provide an emergency power source, such as a trickle-charged battery
which, when a power failure is sensed, can take over memory operation for a
time sufficient to transfer the eatire contents of the memory onto an auxiliary
magnetic storage medium (disk or tape).

Plated-wire memories are magnetic memories which utilize small zones of
megnetizable thin films plated onte wites, rather than magnetic cores, for bt
storage. Plated-wire memories permit fast access (access times as low as a
fev: hundred nanoseconds) with nondestructive readout, are nonvolatile,
and have been the subject of considerable hopes and expectations.  In fact,
excellent plated w 1e memorics are commercially available.  But, although
batch-production miethods have been developed, quality control is not

O
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CHARGF, WRITE-SFLECT, READ-SELECT. and REFRESH pulses are ﬁ;:a:utec Wit
consecutine phases of a four-phase cfoch  Each pulse. if enabled by the cell-silecting iogic w,
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(essentzally another amilar memory cell) inveri= the selected output bit and trapnsi=rs ¢ hrek 1
its cell 1nput once every nuthsecond or so

simple. As a result, plated-wire memories are not cheap (5 to 10 cents/bi
and have been applied mostly in higher-priced digital computers (cspeciall
in aerospace-vehicle computers); MOSFET memories seemn to have over
taken plated-wire circuits in the low-cost minicomputer field. Thi
situation may o1 may not be changed by future improvements in plated
wire-memory fabrication.

1-14, Read-only Memories. Read-only memories (ROMs), whose content
are usually checked out and written once and for all at the time of manufaciur
and then cannot be overwritten, are used to store frequently reused prograr
sequences or bit patteins.

L. Complete special-purpose programs, especially in ndustrial logic
sequence controllers replacing old-fashioned relay-ladder logic

2. Important hibrary subroutines for special atithmetic sequences, contio
or emergency routines, scale or format transformations, etc.

i
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6. Bu-paitern generaiors such as chaiacter ger_rators for displays and
rest-signal generarors (sez also Sac 7-10)

Users may value the ROM's rehabibity and assurance against accidental
overwriting of important stored information.  Another potential advantage
is that nondestructivz instruction readout from a ROM can be partially
overlapped with instruction execution since no rewriting 1s necessary (Sac
6-5). On the debit side. simple read-only memories do not make allowances
for programming afterthoughts. Stored programs or data must be checked
out very carefully through preliminary runs with an ordinary memory.

An important applicaiion of read-only memory is to logic design, for the ROM
can produce complicated multi-input Boolean functions (Sec. 1-6) through
simple table lookup. Such table-lookup functions can be used in the
sequential-machine setup of Fig. 1-9 to generate complex sequential patterns
(Ref. 22).

Figure 1-15 shows a magnetic (“woven-wire”) ROM. Read-select logic
pulses one of many word-wires strung inside and outside an n-bit array of
U cores and causes an output pulse in those U-core windings wired for a |
We sec that memory contents are established by each word-wire stiinging
pattern. Access times of such magnetic ROMs vary between 300 and 2,000

ncar
AoV,

Semiconductor ROMSs can use the dynamic-storage technique (Sec. 1-13),
but most semiconducior ROMs are essentialty crossbar matrices (Fig. 1-16),
whose crosspoint connections are established by diode or MOSFET OR-gate
connections. The storage pattern is established through selective erasure of
crosspoint conneciions or senuconductors during manufacture or during
installation (“field-programmable”™ RQMs). Typically, access times vary
between 50 nsec and 1 pusec, and costs are decreasing from 2 cents/bit
Some semiconductor ROMs can be reprogrammed in the field thiough new
metalhc connections or even thiough electrical signals.
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specifying ADD WORD ({addressed by) A AND wWORD (addressed by) B;
PUT RESULT INTO MEMORY LOCATION (addressed by) €  But specifi-
cation of three separate addresses would make the instruction word too
long (even for a large digital computer, not to spcak of a minicomputer).
We can, however, implement the above operation in terms of several
simpler instructions each referencing only a single memory address:

LOAD INTO ACCUMULATOR (the word addressed by) A
ADD INTO ACCUMULATOR (the word addressed by) 8
STORE ACCUMULATOR (in memory location addressed by) €

~ The ““basic” minicomputer discussed in this chapter, then, will be a single-
address machine whose instructions move data between a single suitably
addressed memory location and a specified processor register, or possibly
between two such registers. There will also be some nstructions which do
not reference memory at all (e.g., COMPLEMENT ACCUMULATOR). We
remark, howcver, that the possibility of using simplified two-address
instructions and zero-address (stack) instructions in minicomputers is of the
greatest interest and will be discussed in connection with more advanced
designs in Chap. 6.

2-3. The “Basic” Minicomputer. Figure 2-1 illustrates the typical organi-
zation of a small digital computer. The machine has all the ingredients of
Secs. 1-6 to 1-13, viz.,

1. A core or semiconductor memory, which will store instructions and data
2. A set of processor registers (flip-flop registers), viz.,
(@) Memory buffer register (memory data register): contains the
instruction or data word currently leaving or entering the memory
() Memory address register: contains the address of the currently
addressed memory location
(c) Program counter: contains the address of the instruction to be
executed
(d) Instruction register : contains the current instruction
(¢) General-purpose register (accumulator, arithmetic register) or
registers; and, possibly, an index register (Sec. 2-7)
(f) One-bit registers (“fiags™): indicates overflew, carry, sign bit, etc.,
resulting from past or current operations
3. An arithmetic/logic unit: logic circuits to combine words from two
registers by addition, subtraction, bit-by-bit ANDing, etc, and to
complement, shift, etc., single words
4. Control logic: decodes the Os and 1s of the instruction currently in the
instruction register to generate logic levels and time pulses, which:
(a) Gate (steer) srords between processor registers s
(b) Determine the function of the arithmetic/logic citcuits

£
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Fig. 2-1. Orgamization of a * basic™ single-address mintcomputer

In Fig. 2-1, there are three buses for transfers between registers, always via
the arithmetic/logic unit. This is a practical compromise: some extra
register-to-register paths would permit more concurrent register transfers
and speed computation. but we would pay for more complex interconnections
and logic

Finally, we must have input/output connectivns through the anthmetic/lozie
unit or through register gates

2-4. Processor Operation. (a) Instruction Fetching. If we assume that
a suitable program and data are in memory, processor operation proceeds

O
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in clock-timed steps ymicresperations):

1. The program counrer which we assume to be preset to the address of the
first instruction (manually as in Sec. 3-4 or by a preceding computer
program). transfers this address to the memery addressreqguster.

3 The instruction word thus addressed 1s read mto the memory beffer
regicrer and from there into the wistruction reqister.

These instruction-fetch microoperations require one memory half-cycle
(READ half-cyele, Sec. 1-12) A core memory must nent restore the
instruction word while its address is still in the memory address register
(RESTORE haif-cycle)  Even with a core memory . operations w hich do not
involve the memon can “overlap™ the restoring operation  Hence most
non-memory-reference nstructions can be executed in a single memory
cycle, which is commonly referred to as the FETCH cycle.

(b) Instruction Exccution. As scon as the imstruction word 1s 1n the
wnstruction register, its Csand 1s are decoded to control processor operations
on tezster and memory words and mput/output operations.

When each wmstruction is completed, the program counter must contain the
addrcvs of the next instruction in the program  Most nstructions simply
icrement the program counter to produce the next instruction address, while
instructions load the program counter with a nonconsecutive
The computer {unless halfed) then proceeds with a new

branching
address (Sec 2-6).
FETCH phase.

2.5 Instruction Sets. The tinung-and-control block in Fig. 2-1 produces
a sequence of timed pulses avarlable for jam transfers, scnsing. and cleanng
of words in registers, memory. and arithmetic ctreusts (see aiso Table 1-5h
and Sec 1-6). In a conventional n-pit computer. the instruction register
has at most i bits. which can be decoded to furnish up to 27 gate-level
combimations for steering pulses and/or words We can, thus, have
up to 2" dificrent one-word instructions {inctuding input/output mstruc'-
tons)  Unfortunately, each instruction referencing an opcrand or resuit
it mermnory (memory-reference instructions, e.2.. LOAD ACCUMULATOR,
STORE ACCUMULATGCR, JUMP, ctc) must address onc of. say, £.000
memory locations, and this alone requures 13tits  To have a mcamn"ful
varicty of instructions, e\cn 18-bit machines do not use more than 13 bits
for direct addressing, and most nunICOMpAers use or nly 7 or § bits 1t
follows that every muucomputer must sometimes and somehow employ multi-
word instructions, the extra word or words may be implied by an effective-
address computation (Sec. 2-7). It 1s of at least academic ferest that any
and all dimtal-computer programs can be inplemented with very small
nstruction scts, but this requires many more mnstructions, which are costly

NMODES AND NN RYGISTLR. \)

in terms of memory . iin 2, and prozrarnnone effort
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computer design deperds crucially on clegant comipromises in ool | hragdh
uscfel instruciion sets iniu short instruction words see also Canp

Table 2-1 lists the mest commion instruetions wsed with maicomypato s of the
“basic” type shown In Fig. 2-1. Fizure 2-2 illustrates instrocios - o0l

formats for such machinas,

WHAT INSTRUCTIONS DO

2-6. Register-storing Instructions. Referring to Fig. 2-1, an insiruction

STORE ACCUMULATOR IN
STORE ACCUMULATOR NO 2 IN
STORE INDEX REGISTER NO. 2 IN

(effective address)
{effective address)
(effective address)

transfers the contents of the specified processot register to the memory data
register via buses 2 and 3. Concurrently, the effective memory address
imphied by the instruction word is determined (Sec. 2-7) and loadced into
the mcrr\,ory address register. The machine then deposits the register word
into the effectively addressed memory location, whose previous contents are
fost.  The contents of the source register are wachanged.

The arithmetic/logic unit (Fig. 2-1) acts simply as a data-transfer path
joining buses 2and 3 S.nce both instruction fetching and execution requirs
memory read;/write opsrauions, register-storing instructions require wo
memory cycles.

2-7. Addressing Modes and Index chisters (see also Secc. 4-9). (a)
Direct, Relative, and Indexed Addressing. Memory-reference instructions
like the register-storing instructions of Sec. 2-6 may have to address 4.000.
8,000, and even as many as 64,000 memoery loc Iﬂns But the municomputer
memory-reference-instruction formats 0 Fw 2-2 have only 7 to 13 bits
available for addressing since we need some operation-code bits to distinguish
different memory-reference instructions. It 15, therefore. necessary to
compute an effective address by combining the instruction-word addrzss bits
with another digital word previously loaded inio another processor register
or meimory location  This means, of course, that we may need two or more
words to specify the memory-reference nstruction completely E\cr_\
minicomputer empIO\s two or more of the following addressing modvs:

. Direct a(mrmsmc eir “page 0" : m address bits i the instruction word
dlrectly address memory iocations O through 27 — 1.

With, say, m = &, the resulting 256-word page does not go far. but we ofien
use mcmory locations on page 0 for special purposes (interrupt ti.p loco-
tions, autoindex locations, etc )
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Basic Instructions for Single-address Computers.
The most frequently supplied istructions are shown 1n fat print (see also Secs 2-6 to 2-12).
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* Some of these instriciohs can often be combincd

5t ADDRISSISG MODES AND IND N REGISTIPS 2.
2 Direct addrossing with a page register 1 A piowtisor peacicpinh had
by an extra msiruction adds enough hish-order bits to 1,00 -+ g

addiess bits to address all of memory 0 teims of 2=y or ! P~
3. Double-vord direct addressing : The second of 11 o conecrtive i+« oo 2o
words is or contais the address.  16-bit machines can »d4 .- ' o
memory in this way. 8-bit mimcomputers alvays use doo =- Luid
addressing. but will sull need pagmg and or relutnie adi: . o L
more words.
Direct addressing on the current page: The m address bits (paye
address) aie augmented by the high-order bits of the current piog an-
counter reading, which constitute the current page numbe:
5. Addressing relative to the program counter (relative addressing) s The
instruction-word address bits are interpreted as a signed wmterer. whick
is added to the current program-ceunter reading to deteimine {2
effective address.

b

Current-page and reletive addressing require no page-setting instruction,
and experience indicates that many programs mostly reference memory
locations close to the current program-counter reading.  Relative add. ossis:

g
simplifies program relocation (Sec. 4-18).

6. Addressing relative to an index register: The instruction-word address
bits are interpreted as a signed or unsigned integer, which 1s adied 1o
the contents of a specified index register to determine the effective address

Index registers are extra processor registers holding a full computer word
(“base address™). They can be cleared, loaded, incremeznted and/or
decremented by special instructions (Sec. 2-10). Index addition takes no
extra time or, at most, a fraction of a memory cycle. Index modification is.
therefore, a good way to address different elements of data structu es {Sacs.
4-9to 4-11). Index registers can also be used as temporary storage registers
and may or may not serve as accumulators as well.

Most minicomputer indexing operations involve only onc index register
at a time

(b) Indirect Addressing, Preindexing, and Postindexing. Indirect address-
ing, specified by an instruction-word bit, means that the address found by
paged. double-word, relative. or indexed addressing does not 1tself contain
the desired operand but rather 1ts effective address in memory  Our
memory-reference instruction, then, addresses a memory location whose
contents scrive as a poniter to the desired operand

Some minicomputers permut multilevel indirect addressing: 1¢. on
indircct-addiess bit in the pointer indicates that it points not to the finul
operand but to yet another pointer

Indirect addressing is the key to vitally fmportant programin: tecls 'y,
Since an mdirectly addiessed operand is a function of its peinte .+ o L
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~

nplement jeble foaknp (funct.on and ditectory tables) and modify pointers
ecs. 4-9 to 4-11).  Indirect

y access different elemants of dara sorucnives (S
ddressing can be combined with indexing:

1. Preindening: The instruction-word address bits, interpreted as a
sianed or unsigned integer, are added to the contents of a specified
index remster to deternune the poinier address.

2. Postindexing: The indirect address contains an index bit or bits
specifving an index register. The contents of this index register are.
added to the indirect address to form the effective address. The pointer
stays in memory without change

Bit O 1 2 3 4 56 7 89 11

Memory reference r l —l‘_l ]
v

(6 operatich codes)
—

7 address b:ts
(128 odadressss /page)

Page 0/f O
Current page f 1

Bit 0Ot 2 3 456 789 101
z\so‘nz:;nemory—reference [1 II l 1 [ J

V)

Opcode O to Sg

Indirect +f 1

Cpcode 7
peoce 7 9 Cpcode bits or
Opcode 64 512 possinle combiratians

[ O N

[l:lo] l

Fig. 2-2a. Instruction forniats for a surple 12-bit minicomputer (PDP-§ series)

input/output irstructions
(512}

(¢j Autoindexing. Some mimcomputers have 8 to 16 special memory
ocations on page 0 called autoindex registers.  When one of these autoindex
registers is indircetly addressed, it preduces the effective address by auto-
metically incrementing or decrementing its contents.  Automncrementing or
ratodecrementing 1s a cheap way to address successive elements of arrays
Sce. 4-9), no ndex register needs to be loaded. and the only price paid is the
sxtra memory cycle required for indirect addressing  Note also that no
nstruction-word bit 1s needed to produce autoindexing. but the automndex-
caister locations cannot be used for ordinary indirect addicssing  As an
ahernative, an extra instruction-code bit can be used to speaify incrementing
or decrementimg of axy indirect address

{d) Microoperations Deteimining the Effecihe Acdress. We have already
roted that mimcemputers atways offer a choice of several addressing modes.
Opcode bits in the memory-reference-instruction words arc used to select the
addressing mode (dv ect/induect, retuin to page 0, relative. and/or choice of
index register). Figure 2-2 shows typical mstruction formats. Good
assemblers may accept mstructiens Iike STORE ACCUMULATOR N A and

- O

PR,

<y e e ey e

23 MEMORA-TO-PIGISTLR OPLRATIONS 2-5

automatically efiect pazed, relative. indirect, or double-v ord adirossin
get around page boundanes (Sec 4-2).

Referring to Fig. 2-1, a direct-address instriction transfers 1ty adoross ©°%
from the memory data register to the memory address recisior ¢z ih
EXECUTE phase of tiie first instruction cycle by way of bus 1. the o ety
logic umt, and bus 3. ¥rogram-counter bits {for current-page ad.iressinJ)
or page-register bits are trunsferred at the same time.  Relatne-c
index instructions employ the arithmetic/logic unit to add progiam-counter
or index-register contents via bus 2. Larger computers may have a
separate adder for address computations. Double-word and indirect-
address wistructions use an extra memory cycle to transfer the pointer from

105y il

01 2 3 4 5 67
Bit O t 2 3 4 56 7 (8 9 10 11 12 13 14 i5)

] ]

—-
Opcode 8 address bits
(14 codes) (256 cddresses /page)
Destination register Indirect 1f 1
Page O or current page indexed 1f 1

Fig. 2-2b. This could be a one-word memory-reference instruction for a 16-bit runicomputer
or a two-word memory-reference mstruction for an 8-bit machne (see also Fiz 6-8)

memory into the memory data register and then to the memory address
register (with postindexing, if any). Autoindexing requires no more time
than ordinary indirect addressing but needs scme extra loazic.

NOTE: Doubie-word instructions must increment the program counter
twice. Also, in 8-bit minicomputers, indirect addresses can be double
8-bit words, so that indirect addressing can take v o extra memory cycles.

(e) Yinmediate Addressing.  One-word imimediate-addressing mstructions
are not really memouv-reference instructions, although mstruction formats
arc similar. In each immediate-address instruction. ¢ g,

LOAD ACCUMULATOR IMRTEDIATE
ADD INTN ACCUMULATOR NC 2 IMMEDIATE

{integer)
{integer)

what looks like the address bits 1s inierpreted as a signed or unsiened mteger
operand.  One-word Immediate-address instructions are completed m .
single memoty cvele and are, therefore, handy for setting vp ind2\ registers,
counters, etc.  Some nunicomputers adnut tvo-word tua-cycle iwraedinie-
address instructions with the operand stored as the second of two instruction
words.

2-8. Memory-to-register Operations. Such opota

(2) How Thoey Work.
fions are fundamental to single-address arithmetic AR

Referring to g 2-1.
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each of these instructions will fetch the contents of a suitably addressed
memory location into the memory data register and then via bus 1 to the
anthmetic/logic system  With appropriate bus gating, the arithmetic/logic
unit can now combune the memory word with aword fetched from a processor
register (accumulator or index register specified by the instruction) via bus 2
The result 1s loaded mnto the sume processor register via bus 3. The original
register contents are lost.

Since both instruction fetching and execution require memory read/write
operations, each of these instructions typically takes two meniory cycles. 1fa
memory-to-register instruction reads from a core memory, the original word
is immediately rewritter (Sec. 1-12) so that memory contents are unchanged
Memory contents are obviously also unchanged in memories with non-
destructivereadout(read-only magnetic memories, semiconductor memories).

(b} Register Loading. The simplest memory-to-register instructions
merely load a specified register with a word taken from memory:

LOAD (INTO) ACCUMULATOR (effective memory address)
LOAD (INTO) ACCUMULATOR NO 1 (effective memory address)
LOAD (INTO) INDEX REGISTER NO. 2 (effective memory address)

Effective addresses are specified as in Scc. 2-6.

Some minicomputers (e g, PDP-8) omit the LOAD nstiuction and
load the accumulator by adding or ORing into it after first clearing the
register. A few minicomputers also have the useful two-cycle instruction
INTERCHANGE ACCUMULATOR AND MEMORY

(c) Memory-to-register Arithmetic: Overflow and Carry Flags (see also
Scc 2-10). The most impoitant (and often the only) memory-to-register
arithmetic operation is addition -

ADD INTO ACTUMULATOR NO. 2 (eflective memory address)

The sum will overflow 1f and only if both terms have wdentical signs and the sign of the sum
turns out to be different We can detect 2s-complement overflow by combining the carnies from

the stign hit and the most sigmiticant bitin an XOR gate overflow occurs if there 1s a carry from
one of the two but not both

2s-complement arithmetic (Sec 1-9) 1s usually implied, but consult your
manual. PDP-15, for instance, bas both 1s-complement and 2s-complement
addition (ADD and TAD).

Some minicomputers permit subtraction of a memory word from the
conteints of @ register.

SUBTRACT INTO ACCUMULATOR NO 1 {eflective memory address)
and a few have invesse subtiaction:

SUBTRACT INTO ACCUMULATOR—THEN INVERT RESULT
O {eflcctive memory addiess)

EN SIEMVIORY-TO-RLGISTIR OPTHATIONS 2.5

(That is. multiply the original diffeience by — 1.} 2s-complemicut arithin i
1s imphed.

After an addition or subtraction, the processor scts speoial fhp-fops
“rl, >y
(“fiags™

1. Warithmetic overflow (Sec 1-9a) occurs (overflow fleg), and/or
2. If there is a carry out of the most significant (s1gn) bt in tl 2 regster
(carry flag, exiend flip-fiop, link)

Carry flags are useful in positine-integer arithmetic. Is-complement arith-
metic, and double-precision arithmetic (Secs 2-14 and 4-11)

Check your computer manual carefully: Some minicomputers have only
an overfiow flag or only a carry flag (PDP-8 series) PDP-13 indicates
carries and ls-complement overflow with the same flag, but hes no 2:-
complement overflon flag. In any case, note that mmmicomputer overload
fags will not by themselves halt o1 change the computer program It 1s up
to the programmer to “test”™ the flag wath suitable skip or branch instructions;
the programmer must also be sure to clear overload and carry flags befere
they are needed.

Memory-to-reaqister multiplication and diusion require multiple {extended} a-ithmeuc
registers  Most minicomputer manufacturers sell hardware for these operations es special
options, which will be described 1n Sec 2-14  The “*bare™ processor can perform multiphcation
and division as subroutines involving addition and shifting

(d) Memory-to-register Logic. The memory-to-register logic insirictions

AND INTO ACCUMULATOR (effective memory address)
OR INTO ACCUMULATOR NO 1 (eflective memory address)
XOR INTO ACCUMULATOR NO. 1 (effective memory address)

perform the indicated operations bit by bit on corresponding pairs of bits
from register and memory, with the result left in the register Thus, 1f
an 8-bit accumulator and the eflectively addressed 8-bit memory word
contain

01110101
and 11110001

respectively, then

AND produces the accumulator contents 01110001
OR produces the accumulator contents 11110104
XOR produces the accumulator contents 10000100

(Sce also Sec. 1-6.) In practice, AND is used to replace sclected bits of
a register word with 0s set up in a mask word in memory. OR will
similarly replace selected bits with Is. XOR produces 0 bits wherever the
two original words agree (comncidence check)  Some applicotiors witl be

discussed in Sec. 4-11.
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9. Opcratiors o YWoids in Memory.,  The two-cycle instruction

STORE zERO IN  (effective address)

ears the effectively addressed memory location without affecting the
sntents of any accumulator  Minicomputers withcut a STORE ZERG
stiazuon must clear and ceyoflt an accumulator

The two-cycle instruction’

INCREMENT, SKIP IF ZERO  (effective address)

$5z) moves the conients of the effectively addressed memory location
hto the arithmetic/logic unit via the memory data register. The number
- incremented and returned to its memory location (again via the memory
lata register). If the incremented result is O (i e., 1f incrementing causes a
arry), then the program counter is made to skip (1., it is incremented by 2
ather than by 1).  This conditional skip lets rhepragmm branch in the manner
f Sec. 2-11c.

The STORE ZERO and INCREMENT, SKiP IF ZERO 1nstructions are used
o clear and increment a counter in the effectively addressed memory
ocaticn. To implement a counter preset to a count of N, we store — N
n a memory location and then 1Sz until the program branches after N
szs {3ec 4-9) Som: computers have a similat DECREMENT. SKIP IF
ERO instruction.

-10. Operations on Register Words and Flag Bits. (a) Register Arith-
vetic/Togic. Instructions hike

CLEAR ACCUMULATOR
COMPLEMENT ACCUMULATOR NO 2
INCREMENT INDEX REGISTER

siove the contents of a specified register into the anithmelc/logic nnit and
back agam to perform the indicated operation m one memory cycle (FETCH
cyoie, Sec 2-da. See also Figo 2-% 1}. COMPLEMENT ACCUMULATOR
produces the is-complement negative of a signed number in the register
NVERT ACCUMULATOR 15 the same 25 NEGATE ACCUTAULATOR or COM-
BLEENT AND INCREMENT ACCURULATAR and pieduces the 2s-coinpie-
ment negative (see also Tables 1-1 and 1-2).
H40s5t municomputers have an pstruction Or 12struchions hike

AQ 2 TO ACCUMULATOR IO 3
TOOINDEY QESISTER

MOVE ACTUNIILATOR
MOVE ACCJUMULATOR

which meyve (transfer) regester contents in one cycle viz buscs 2 and 3 (Fig.

?

' hhrec eveles are reguired m some machimes

- O

et e~ e

addition, subtraction, Ai'3, and OR opfiahons may also be implonercd

57 OPERAIIGN> ON RIGISTLR WORDS AND FLAG 8IS 2.1

-1}; the contents of the source regisler ramain unchanged.  Most rim-
computers do not permut reaister-to-register addition or subtraction 7. <
machines have a one-cycle instiuction to INTERCHANGE ACCUMULATOR
CONTEN1S

The LOAD IMLIEDILATE operation, whish foads the
bits nto a specificd resiviar

truction address

, was alrcad, distusszd in Sec. 2-7e

w3
3

Simatzr

- ot
iy .
Carry — Cery oo
T

flog n- tm Q._l,_"l"\U’OfOr flog n- b t accumiic
ROTATE LEFT

ROTATE RiGAT

N i T p—"

Carrv ‘———v— _— —

— —
flag High--arde- Low-orde-
n-btt accumulator n-bit accumuylator
{or MQ)

LONG ROTATE LE®T

Fig 2-3. ROTATE SHIFT operations  The ¢rry-flag fip-flop con heset resst orconz ad o

the sign bit before each 1-bit rotation

{b) Rotate/Shift Operations. One-cycle instructions like

ROTATE ACCUMULATOR LEFT
ROTATE ACCUMULATCOR NG. 1 RIGHT

roiate {circuiate} the contents of the specified register and the cary bit by
i bit.asshownin Fig. 2-3.  Some minicomputers also admit 2-bit rotations
Physicailv, the register bits go to the aritbmetic/iozic unt via bus 2, are
“shifted sideways’™ by means of gates {(Scc. 1-9h). and return to the regisiz

via bus J.

Rotation has threo bmporian! applications:

1. Bedividual biis of o register word {which might mdicate the lencd!

states in some eni- .ﬂai dovice, Soco 3-S) ean ke rofated into the sign-bit
2601 carry-Bit gL Lo for tesre onl tran My qSee T-1D

ro

Pa-Halword. or t}jux_; eai be mioven, pocked, and vnpeched ticon Lt o

with aiputoutput operations (see also Sec. 4-11)

3. With tiie canty bit aporopiiately cleared o =et, rot
¥

Syt . -7e} "
ousactasariliuan.

tal H
2 (Scc. 1-9 and Touv' >~

v

shifts imgpienioeting nrultiplication o division b
1-1and i )
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Specifically, an unsigned binary nuimber (no sign bit) is multiplied or divided
by 2 if we furst clear the carry fiag and then rotate, respectively, left or right.
Such an operation 1s called an unsigued shift.  After muluplication by 2, a
1in the carry flag indicates overfiow. K

A signed Is-complement number is : -sltiplicd or divided by 2 if we first make
the carry bit equal to the sign bit and then rotate. Such an operation is a
signed shift. T

A signed 2s-complement number is muitiplied by 2 through an unsigned left
shift but divided by 2 through a signed right shift. ‘

Ohverflow of any such multiplication by 2 is indicated if the sign and carry
bits differ. Each division by 2 will “chop” rather than round the result to
the given number of bits; i.e , the result is always less than or equal to the
correct result.

Some minicomputers have explicit SIGNED SHIFT and UNSIGNED SHIFT
instructions. Some machines can also rotate a register without the carry
flag (see also Secs 2-11, 2-12, and 2-14).

{(c) Operations on Flag Bits. A number of one-cycle instructions permit
the program to clear, set, and complement specified processor flip-fiops
such as carry and overflow flags, e.g.,

CLEAR CARRY FLAG

This may be done in preparation for condit.onal branching (Sec 2-11c),
to store 1-bit decisions for later use, or in connection with arithmetic shifts
(Sec. 2-10b). Bit operations are often combined with rotation and/or
conditional skips (Sec 2-1id). ADD CARRY and SUBTRACT CARRY
(into accumulator; and clear carry flag) are useful for double-precision
operations (see also Scc 2-14)

2-11. Instructions Controlling Program Execution and Branching. (a)
NO oPERATION and HALT. The one-cycle mstruction NO OPERATION
does nothing except advance the program counter to the following instruction
and serves as a time delay or as a “‘spacer” for later insertion of another
instruction or data word. HALT advances the program counter and
stops processor operation to give the operator a chance to examine or change
registers, switch settings. and/or peripheral-davice operation.
{h) Unconditional Branching. The onc-cycle mstructions SKIP and

JUMP TO (effectivc address)

arc employed for pregram branching (Sces 4-8 and 4-9) and also to “jump
around” memory locat.ons used to store data between nstructions (Secs.
4.5 and 4-14) SKI® simply increments the program counter twice to
jump over onc memory location  JUmMP resets the program counter to
the cficctive-addicss value; the old progiam-couniar settmg s lost By

O
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contrast, the two-cycle instruction
JUMP AND SAVE feflective iddress

resets the program counter {and thus causes a jump) (o ..o ective addro-,

plus 1 or 2 and sasves the (incremented) old program-co ier setting ai

5
h I

it

effective-address location.  JUMP AND SAVE pernuty one 1o relup (o

the eviginal program afrer 2 sebroutine (Sec. 4-14) and . therefore. ofon
referied to as JUMP TO SUBROUTINE

In some machines, JurF AND SAVE automatically saves not only the & “ro address but Lo
the pac register and,or curnty, overflow, ete . Aazs (combined at the o acinve addiess pivs
Morz sop histicated mmicomputers also automatcally mncrement & &« « = oizer 1o heep track
of reeatiant-subroutine nesting (Sews 4-16 and 6-10)  More advanese cowputers car &
JuMB-AND SAVE IN INDEX nstruction wheeh stores the return aduios 3u an mdes e
rather thanin memory  This speeds up subrouting processing by ave W *2 nemory refiic o0
(Secs d-14 and 6-10). ’

The one-cyele msiruction

EXECUTE  {cJective address)

causes execution of an mstrucuion stored at the effectinvels addressd remory locagen and
thea continues with the program—this amounts to the executici. of a ons-insirver o
subroutine

(¢) Conditiona! Branching. Each one-cycle instruction
SKIP ON CONDITION

causcs a skip subject to a condition or conditions spociticd by instruction-code
bits, c.g.,

ACCUMULATOR = 0 CARRY FLAG = 0
ACCUMULATOR NO 2 <0 CARRY FLAG = 1
INDEX REGISTER > 0 OVERFLOW FLAG =1

Different instruction-bit combinations can produce lomeal Oding or
ANDTng of such conditions, ¢ g., ACCUMULATOR > 0 (scc also S:c
2-11d)

There are also two types of niwo-c) cle conditional-skip mstructions which
reference memory  INCREMENT (or DECREMENT). SKiP iF ZERO was
miroduced in Sec. 2-9.  The second type 1s exemplificd by

SKIP If ACCUMULATOR DIFFERS FROM (eflective address)
SKIP IF ACCUMULATOR NC 2 EQUALS (cftective address)

SKIP ON CONDITION structions ate the (only) way most minicomput-
ers implement conditional branching, e.g .

SKIP OM CONDITION /Condition truc?
JUMP TO (effective address) /No. go to branch 2

{next instiuction) /Y¢s, contuiue on branch |

O
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Sec 4-8). Only a fewn n‘lim'computers have “direct”™ conditional-branch-
na instructions. re.. JUMP ON CONDITION. JUMP AND SAVE ON CON-
ITION, and EXECUTE ON CONDITION.

{d) Combined Register/Flag Operations, Rotations, and Tests.  Most com-
duters can implement certain combinations of register/flag clearing, setting. or
omplomenting. a rotation. and/or a skip test through sinule one-cycle
nstructions.  Appropnate nstruction-code bits will call for the individual
operations, and the programmer must be swe to understand thewr relative
ider of execution. For instance, to multiply an unsigned number in a
egister by 2, one must first clear the carry flag, then rotate left, and then test
or a carry indicating overflow (Sec 2-106) Check the reference manual
and also the assembler manual for your specific computer.

Arn especially useful one-cycle combination insiruction is INCREMENT
(or DECREMENT) INDEX REGISTER, SKIP IF 2ZERO, which is used to imple-
ment and terminate program loops (Sec. 4-9).

2-12.  input/Output-related Instructions. Each minicomprter instructiop
et must reserve a respectably large number of different instruction-code-bit
combinavons {or input! output instiuctions intended to select and operate
zxternal devices (Sexs 5-2 to 5-8, Table 5-1). For example, the Hewlett-
Packard 2115A, which is a typical “basic” 16-bit min:computer, admits
212 =~ 4096 different one-word input/output instructions, and the 12-bit
PDP-§ series admit 2° = 512 such structions., In addition, each mini-
compuier has some instructions for controlhing 1ts interrupt system, such as
INTERRUPT ON and INTERRUPT OFF (Sccs. 5-9 to 5-15).

SPECIAL FEATURES, INSTRUCTIONS
ND OTIONS

2-13. Byte Baa‘pulation. 8-bit minicomputers naturally handle 8-bit
by o5 holding an ASCIT character plus parity or two BCD digrts. A 16-but
vword holds tvo such bytes  Most 16-bit mipicomputers have at least
Che or two one-¢y cie byte-manipuiation instructions

CLEAR LEFT (or RIGHY) ACCUMULATOR BYTL
INTERCHANGE ACCUMULATOR EYTES 2
INTERCHANGE AND CLEAR LEFT (Orf RIGHT) ACCUMULATCR BYTE

Such instructions replace muluple ROTATES and Anecing with mask
words and can save much time and meomoty 1 character-handling programs
{¢c g  text editing, conumunications).

Some 16-bit machines permmt byie addressing of LOAD and STORE
ACCUMULATOR nstructions.  Byte addiessing s specified by an opeode
bit or by a status tegister sel through a special mstiuction (BYTE mode)

O
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We load or store accumulator bits § throush 15, v.hic bitc 0 thio. o
remain unaficcted  The cffcctive address refers to individual briss o
memory. so an extra address hit wall be needed to spec
Another type of byte-addressed instruction is

Iy €En 01 0¢d bLis

SKIP iF ACCULIU. ATOR BYTE DIFFERS (effective address)

which s useful for detecting special characters in text strinss.

2-14.  Arithmetic Options.  (2) Double Store, Load, Add/Subtract, and
Rotate/Shift Operations. To simphfy double-precisicn operalions, some
minicomputers can store the contents of two accumulators n succes
memory focations through a sirgle (usually three-cycle) mstruction

=

o
<

DOUBLE STORE (effective address)

DOUBLE LOAD simiiarly loads two accumulatoss from successive memors
locations. More extensive facilities for doubie- -precision operations usuzlis
come only as part of extra-cost hardware multiply/divide options The
Honcywell 316/516 lugh-speed arithmctic option, for instance, has boueL:
ADD and DOUBLE SUBTRACT, with an automatic carry from the low-order
accumulator to the gh-order accumulator  To accommodate so mans
extra memory-refeience instructions. the 316/516 must first set a sizius
regisicr 10 DOURLE PRECISION through a separste instruction. Tha swyn
bit of the double-precision number is usually bit & of the high-order accumn-
fator (Fig. 1-17).

Two accumulators can be similarly concatenated (t czether with the
carry flag) for doubie-precision LONG ROTATE. LONG UNSISNED SHIFT.
and LOMG SIGNED SHiFT operations (see also Sec. 2-10b).  Most extended-
arithinetic options hase instiuctions for multiple shifts: the number of biis
shifted 1s determined by an extra processor register, the shifi counter.

With a bmarv fraction in the double accumulator. the mstruction
NORMALize will shift the double fiaction left unid 1ts most sizn.ficant

bt differs from the sign bie (sce also Sec. 1-10). Some comiputers us:
crdinary long shifts and test the result with a special nstruction Skip
IF ACCUMULATOR IS NORNMALIZED

(b) Hardware Multiply/Divide Options (see also Scc 1-9) Multiply,
divide haidware alw1ys reruircs two anthmetic registars to hold a aouhle-
precision productordivi~ ad - Ifis bestif those mosisiens sregenaral-purpas:
accumulators  accesstbic  through DOURLE STURE anc DOUSLE LOAD
instructions (Sec  2-14a; e z.. Hewlett-Packard and Honcyw ol mia-
computers).  Alessdesirabic arrangement adds a special muluplicr ‘quotien:
(M Q) register. which 1s harder to access (PDP-8 se rics, PDP-9,/15)

The betier hardware muliiply/divide opiions place ne restriciions on

'S
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operand signs, employ 2s-complement arithiuetic, and have simple instructions

MULTIPLY
DIVIDE

{cffective addiess)
(effective address)

“7 It is most convenient to interpret operands and the result either as signed

binary mtegers or as signed bmary fractions (Tables 1-1 and 1-2 and Sec. 1-9)

NOTE Muany popular m o computers (PDP-8 series. NOVA SL PERNOVA) mmplem. ot
unsigned multiplication, 'divis on (unsigned. nonnegative operands and rasulty  This produce,
some extra precision since no brts are needed as sign bits. but signzd muluplication/division
then requires cumbersome mulupleanstruction sequences, which w2ste time and memo:s
PDP-9,15 has basically uns zrned muluphcation/division with soms special extra instructions
attempuing to simphfy sigried operations which are, however, still incorn.enrent

The muluiplication 4 x B = C starts with A (single-precision) in an
accumulator and B (also single-precision) in the effectively addresscd
memory location. The double-precision result C appears 1n a pair of
accumulators (or, less desirably, in an accumulator plus index register or
MQ register).

The division C + B = A starts with the double-precision dividend C in the
two-registers and B (single-precision) in the effectively addressed memory
location. The quotient A will appear in the high-order register (accumu-
lator), while the remainder will be left in the low-order register. Unlike
multiplication, division can cause overflow, which should be detectable by a
flag test; consult your minicomputer manual.

In some minicomputer multiply/divide units (PDP-9/15, PDP-8 series
except for PDP-8e). the operand B cannot be taken from an arbitrary
memory location but must be placed into the location following the
MULTIPLY or DIVIDE instruction.

Typical hardware multiply/divide times are betwesn 5 and 35 machine
cycles. This compares with between 70 and 300 cycles required for non-
hardware multiply/divide subroutines.

2-15. Miscellancous Options. The following useful options are offercd
by many mimicomputer manufacturers:

1. Extra memory may simply require extra plug-in modules, or onc may
have to add a page register or extended memory address register to
the processor. Read-only memory (ROM, Sec 1-14), often intci-
changcable with ordinary memory-bank modules. stores important
programs or routings “firmly” (“firmwarc™). Some mumcomputers
yicld faster cycle times for instructions read from ROM (Scc. 6-5).

2. Parity-cheek interrupt (Scc. 1-4¢) on all word or byte transfeis to and
frotn memory rogusres an eatra bit per memory word. plus parity logic
This optron miy be useful, e.g., in critical process-controi applications
It 15 not really needed in most end-user installations

@
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3. Memaory protection, which usually also requures an estia b1 pos
memory word, protects preselecied arcas of memors from unant! ool
uscrs  This 1s done to protect system programs flow oviny i and
to protect time-sharing users from each other  Either all instinctions
referencing unauthorized memory locations, or STOREL structions
only, cause interrupts which usually return control to an exccutnne
program (Sec 3-11). Memory-protection hardware 15 oparatud by 4
sct of specal instructions, which permit the system prozrammer 10
“tag” sclected memory areas for protection. The computer user iy
not directly concerned with these instructions.

4. Power-failure protection/restart: Low power-supply voltage causes
an interrupt, and a service routine stores all processor regicters safely
in core memory before the power-supply capacitors car discharge.
A restart routine makes it casy to restore the registers, With semi-
conductor memories, a trickle-charged battery keeps the computer
working while memory as well as register contents are saied on a
disk or on tape.

5. Extra interrupts and/or more sophisticated interrupt logic
to 5-16) .

6. Hardware floating-point arithmetic is often a small accessory processor
it is still fairly expensive but is potentially very useful (Secs 6-12 and

{Secs. 59

6-13). :

7. Automatic bootstrap loader is a hard-wired program to load systein
programs from paper tape or magnetic tape (Sec. 3-4%).

8. Indicator-light test switch: This small feature avoids surprises due to
panel-light failures.

Other options will deal with improved or additional input/output ciicuiis
(Chap. 5), peripheral equipinent, and software.

REFERENCES AND BIBLIOGRAPHY

Consult the minicomputer reference manuals of various manufacturers for
specific detailed instruction lists, execution times, and other hardware
features. Sec also the bibhographies of Chaps. 1 and 6.
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panel controls are incfiective—this keeps visitois fiom ronn,
computations by piaying with the controis
2. Indicator-tichi ficlds, which display the contents of the p.omopod
proccssor registers for examination  Smailer machines may ha o only
one indicator ficld, which can display different processor 1costers
: selected by a REGISTER SELFCTOR switch.

CHAPTIR 3

MINICOMPUTER OPERATION
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INTRODUCTION AND SURVEY ' / f e
- / i
In this chapter, we describe the front-panel opeiation of small digital com- /
puters, mcluding the most common procedures for loading, nanslating, and /
executing computer programs (Secs. 3-1 to 3-6). To squceze the last bit of C / - —
] . . , . . Power / penel lock {2-bit switch register LOAD ADDRESS, RUN,

efliciency from the minicomputer hardware, we will have to learn some ewitcn EXAMINE, efc swirches
assembly language (Chap. 4), but many small computers do remarkably well
with FORTRAN and BASIC, which are more convenient -for seneral Fig. 2-1. A nipical mimicompuier control parcl (Digtal Fquipment Corporatton PDP-8 ¢

ble Ivi Secs. 3-7 d 3-8 . ke . a 12-hit machme)  Individual indicator fields display memory addiess and data o sclecto.
problem solving (Secs. 3-7 and 3-8). To make a general-purpose mini- SWILCH COMNZCES »allous Processor tegisters or a >3t of status indicators, for dispias 1w the daia
computer center truly pouerful and convenient, we must get away from fitld  Indicator fields and switch register are arranged m 3-bit groups to stmphfy octal-number
paper-tape operation. The remainder of this chapter deals with the Inierpretation
hardware (small dishs, tape wnits, cathode-ray-tubefleyboard terminals)
and software (execuiite svstems or inonitors) which make comfortable 3. A switch register or registeis {or entering binary numbers bit by but
minicomputation possible; a discusston of ou-line editing is included. into a processor register selected by a REGISTER SELECTGR switch

or by thc LOAD ADDRESS and DEPOSIT switches
4. Various switches.
(@) A REGISTER STLECTOMN switch sclects the processor register
connected 1o indwataor and oy switch remistei s,
(b) A LOAD ADDRESS switch loads the memory address remster (i
some machimes also the program counter) with the number set uito
the switch register.

CONTROL PANLL AND

PAPER-TAPE OPERATION

3-1. The Qperator’s Contrel Pancl. A typical minicomputer control panel
(Fig. 3-1) wall have the following controls and indicators

1. A key-operated wncin power switch with three posivons. ONUOFF, and (¢) ADEPOSIT suitch loads the cuniently addressed memory lovston
LOCK PANEL  In the latter position, powe: 1s ON, but alj front- with switch-register contents

61




32 MINICOMPLTER OPFRATION AND SOME PROGRANMNING 66

5. A1 EXAMINE (FETCH) switel fetches the contents of the currently
addressed memory location into the memory data register for fiont-
panel display.

6. Controls for starting, stopping, and stepping processor operation.

(@) The START (RU\’)/STOP switch starts the program with the
current register contents

(b) SINGLE INSTRUCTION c.-i SINGLE CYCLE switches for
“stepping” the program one 1nstruction or one processor cycle at a
time; they are used for troubleshooting hardware or programs.

Additional controls and indicators may be provided. Some minicomputers
have a READ IN switch for starting a paper-tape reader or even for automatic
loading(Sec.3-4). Sense switches on the front panel may permit the operator
to modify a program while it is running (Sec. 5-8; in other machines,
sense lines are available only in peripheral devices). As further aids in
troubleshooting, there may be indicators for the current processor status, e.g.,
INSTRUCTION FETCH, EXECUTE, INPUT/OUTPUT, INTERRUPT,
etc.

Some minicomputers have a front-panel CLEAR switch, which clears a selected processor
rezister or registers and which may also send a clear pulse to the computer peripheral devices
for clearing appropriate flags andyor registers.

Some machines (PDP-15) have an 1/O instruction to read their front-panel switch register
dunng computation

The operator’s control panel is used mainly for starting programs and for
troubleshooting through examination of register contents and stepwise
program execution. Original-equipment manufacturers (OEMs) using
minicomputers with little reprogramming may wish to purchase machines
without elaborate control panels; service technicians can then cany plug-in
control panels for start-up and diagnostic work.

3-2. Typical Control-panel Operations. Please be sure to note that
specific front-panel controls and their operation will vary somewhat for
different computers—you must consult the operator’s manual for your
own machine. The following operations are typical:

1. With the computer halted by the START/STOP switch, we can examine
and change the contents of registers and memory locations. To
examine a memory Jocation, we set its address into the switch register
and press the LOAD ADDRESS switch. The EXAMINE switch
will now brng the contents of the addiessed location mnto the memory
data register for display.

2. To locd a memory location manusily, we sct its address into the switch
register and press LOAD ADDRESS.  Then we set the desired binary
number into the switch register aud press DEPOSIT.

3. It will be useful to examine or load successive memory locations.  For

O
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this pur pose, we must increment the memory addisss rogie bitween

successine EXAMINE or L)?DOQIT opxietions DL int naoe

computers do thisin differznc weis e g,

(@) In the PDP-8I, LOAD ADDRESS sets the ddies mio the
program counter as weil 23 in the memory addiess rD
Program counter and memory address arc increme nted afier e ot
EXAMINE or DEPOSIT operation

- - e e e Fr.

PO
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ey o wn AT T—————
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Fig. 3-2¢. ASR-33 teletypewnter console  The paper-tape reader,punch 1s o1 the f21

(b) The more elaborate PDP-9 has special switch positions (EXAMINE
NEXT, DEPOSIT NEXT) which step the memory address before
fetching or depositing.

(¢) In the PDP-11, repeated operation of the EXAMINE or DEPOSIT
switch steps the memory address register

3-3. The Console Typewriter. Most minicomputers arc furnished with an
ASR-33, ASR-35, KSR-33, or KSR-335 printer/keyboard (teletypevwriter)
manufactured by the Teletype® Corporation (Fig. 3-2). ' With the OFTY/
LINFE/LOCAL switch in the LOCAL position, the teletypewritei 13 dis-
connected from the computer and acts Iike a typewnter with the special
character set shown in Thg 3-2h. In the LINE posttion, the heybouid

T ASR stands for Automutic Send Receve while KSR stands for Neybo ud Send Revonve
AS11-37 has both uppercase and lowarcew chrracters and pernuts 15 charadter sec opaiations,
but 1t 15 substantially more expensine
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Eig. %2h. ASR-33 teleispewriter heyboard  Note the foitowmng:

RETURN returns printer to start of wurrent hiec
LINE FEED aayances printer one hne (withouv: ~eturn uniess RETURN 15 alsa depreseed;
FORM FEED ad.anees printer to the top of a new page (without return)

The nomenclature op the axtra keys 1s miended for communications applicattons, not for
computing bui the evtra heys are useful

transmits 8-bit ASCil character sequences (Table A-9) to the computer, and
the orinter can accept and output ASCII characters.. These machines
can print up tn 10 characters/sec. They produce only capital letters but
do have two shift keys (SHIFT and CTRL), which produce special characters
or control functons when depressed simuitanecusly with other keys (see
also Fig 3-25)  Some of these special functions will depend on spec:fic
computer programs; conventionai interpretations are listed in Table A-7
The ASR models have a slow (10 character/sec) paper-tzpe punch and
reader;in the LOCAL merle, we can punch dhe tape irom the keybooard or
get printed output thiroueh the paper-tape teader.  In the LINE mode, we
can rcad pap-r tape into the compu{er or fet tne computer yunLL paper
tapes.  Pirogram preparaiion with the consose typewniter wili be further
dxs':usscd in Sec 3-46.
i fi “for intermittent light duty,” and this
means zxactly what ‘l says Tp yPEW ntcrx will not fast long if you use
them as hine pivaters for lon g,hstmsb. ven the “continuous<duty” ASR-35
and the KSK-35 teleiypewriters ar ,r«*ai}}' Acsigned for use i communicatios
offices, where they are tebwilt on a reguiar schedule.  Altogether, tele-
tvpzariters are the most frequent source of miniconpuicr troubles, and
Fopars are vot (reap. To savz your teleprinter, we suggest sabstitution
of = cathode-ruy-tube/heybourd termmal for conversational input/outpnt.
this a. abso much fodter and more pleasant to operate Use the printer

ouly when you reelly nced hard copy, and keep the printer motor turned off

as much as posuble I you reqpone much hard-copy output, get a smali
line printer The WDigital Tquipment Corporation DI Cwriter (Fig. 3-3),
winch costs ebout us much as a KSR-35 and is fuster and also mechumcally
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3-4. loading aad Rumz’,n; Simple Programs with Paper Tape,  (2) Vienasl
Lozding, An enec . programa (wiuch may or may not have sane deix
attached o itj is, 85 we have seen, a sequence of mulibit computer vords
We might hd\v such a prozram in buary form {or in the mors convnrt
octal form, Sec. 1-32) on a sheet of papar; we must enter the program worls
into ¢ ‘}I)IOUHELP( ually consecuibve) memory locations in the computer, A
simple-minded way to load the program is to use the front-panc! contro's.

1. Sclect 2 memory location for the first program word (which could be an

instruction or a data word) wvia the switch register and the LOAD

ADDRESS sujich.

Load successive program words into consscuiive memory locations

with the aid of the switch register and the DEPOSIT swiich, as shown

in Sec. 3-2. ’

3. Set the actual starting address (address of the first instruction) into thz
program counter via switch register and selector or DEPGSIT-switch

-

ke program is now rzacy to run if we press the RUN switch  As the
program runs, 1t will omput dota via the teletypewriter, paper-tape puprch,
or other peripherals.  The program may also read input date {or additonzl
inputdatadrom the telety pewnter, paper-tape reader, medsuring instrumenis,
etc. \

¢S]

v

{b) Paper-tape S}%te 15 21 Bout frap Loanders, Practical programs can
havechundredsorthousandsofwords  Manualloadingisclearlyimpractical

and programs are prepared {(anc¢ sicred for repeated use) on a compute.-
readable sinrrge miediory, usually puoched cards, pmched pajiet tape, o
magnetic wung,  These media are compared in Table 3-3. Most mini-

computers dre available with paper 1ape because this requires minimal
e - .
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UL =— Fazd

! Reczar
[Punchjos==5 | ~o
/ loutput f“‘*“‘ \ = g

Poper tape T Sed— Feed

7

/
Off line

Fig. 3-4. Medium-speed reader/punch for fanfold paper tape

Read at 300 characters/s.c,
punch at 50 characters/sec  (Dignal Equipment Corporatien )

peripheral equipment. The ASR-33 and ASR-35 teletypewriters, for
instance, have built-in 10 character/sec tape punches and readers. These
will do for loading (binary) program tapes and for infrequent problem
preparation in applications requiring few such operations (e.g., special-
purpose-system start-up, interpreter systems). For faster work, one usualily
buys a 300 character/sec reader and a 50 cheracter/sec punch (Fig. 3-4), both;
Jor funfold paper tape, which does not require rewinding (see also Table
3-3 and Sec. 3-9)  Faster reel-type readers serve in special applications with
long program or data tapes. .

The operations nceded to load words from paper tape into the computer
memory will themselves constitute a computer program (paper-tape loader).

ASR-33/35
typewriter
contro! codes Posttion
/4 { values
1 {7 <] f o1
2 o o Bt group 3 { o2
3 [ o o4
Ch{)l‘.ﬂel OCQOOQOCDOOOQDOOOOCOQOQOQCQQQ;QGQQc
aumbers ] & ¢ ® o1
g Z g Bit group 2 g 3
7 o [} 8 . o1
8 1 ° @ it group 1 0P
f_ . 9:=Purcrezng e
— 212 LINE FEED 0=Hoe prenon

b -'213 CARRIAGE RZTURN

Fig 3-5¢. Paper tape with aght-channel ASCil code  This format o> corumonis employed for
source-progiam tapes By object programs are punched in diflereat formats depanding on
the mimcomputer word lengh 12-bit words, for ustance can be coded riu two paper-tepe
frames with channel & blank, while clhiannel 7 indicates whether the vo-J 15 meant to be 4
femory word o1 its address  The most cconomical object-taps codes ¢ 1 only the starting
addresses for recorded blod s of consecutve mersory words, whilz others o niete words and
their storage addiesses  (Honeys l Conpuicr Control o )

O
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This 1s usually sunplied on a short paper tape: The loader will read and load
115 0w tape as soon as the first few msiructions are mn memory ard 5
fore called & bostrap foader.  Theimtial ioading instruc
somz computers protect them from overwriting
front-penzl switch. We set the program counter to th first Joo tog-
instruction address (usually printed on the loader tape) and press PUATY N
(o. RUI\, depending oa the comrputer) to load the loader.  As & desnabis
optlon, some nunicormpuic:s have the entire paper-tape-loader pzogmm
permanently in read-only memory.

ctions can be foadad

mantan voath o Sphet al

Spanal
Soas Loters Cheraziers
mz:s'ena ABCOIFCA JNLMNGIORS TUVWIVE ] 8 ecses %oy
Hﬂ’” [ TTT T
e i
} it 4
[XRERR 3] IR RERE 1 } U EXERER IR L] ‘,& SE38122
Iillll!ll s®InNunang T .b 4 DRI RIRTRIATN (YY) "w < LN N
IilllIHi nlnnlﬁl 1] 1 irrtirtir g YIYTa
!ilh“l”u 12“’“12&1 H rriiii 122112
IZRRERRERRE K HEERFERR 1] 11 ) IRRERERERERE IR B ] (AR FURRH
cetetearesaef IEEERRYRARY] Auﬁ X Lot 4{ru r‘uuu“ i
HH!SSHH:‘L i $355138588585¢( §3630) s53 1555558553 34514¢ 59%36%5%
SIS ER R0 l SIIHHHHHJ $8664 setel SEERRbRERRqecEys BEESEI6S
{
7”””)1117”7{;1 IRRREREREREERE 1Y mugyvinnnnnti iy nrrn
praprdnesspsranttseanransreasnneglener e girasen syt rnas e a LOs 000 [ Cevtinnt
!HHHHHH!!!!g”lHHSHH!:H‘JH (3] na.xanunlnss!!nni!usssn-,s!Hln
T3 at eI dn IR d At N INIIAARIUNNTHI M 0 Wi Y MOHA R ARG Btz g 1

Frg. 3-5b. Interaational Business Machines Corporation SO-column punched-card code

Once the loader is in meinory, we can load any piogram or data tape
directly behind the loader program:

I. Place the tape in the reader (consult your manual).
2. Sct the program counter to the first loading-instruction address
3. Press READ IN, or RUN (consult your manual)

An executable program thus loaded can now be started as soon as we set
the program counter to the appropriate starting address.  Some programs
mclude a jump to the starting address as the last instruction loaded, so we
can simply press RUN and go.

'\H\ COMPUTATION: SGURCE-PROGEAM
TRANSLATION

35, Pregrarvning and Program Tramsintion. In Scc 3-4, we did
Ciscuss preparation of new programs but only the leadiar and 1aaning of

O
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executable machinz-language programs.  Indeed, with many special-purpose
compuicr systems we nia ne,er have 1o prepare a program, for the system may
come with “canned”™ programs on tapsas, kindly furmished by the computer
manuflacturer or by 2 software house, for a variety of jobs. All we do is
supply the data inputs, lcad. and run

Less specialized applications require us to create our own programs. It
would be a cruel job to wnite programs in binary or even octal machine
language, so we type and/or punch a source program in a programniing
-tonguage admitting a restricted set of siylized English and mathematical
statcments. A translator prograi: then employs the computer itself to
read the source-progiam character code and to translate our source-
program statements into machine-language instructions and data words
of an exccutable object program.

Translators will be rather formidabiz
hopes) by the computer manufacturer.

system programs supphed (one
There are three types of translators:

1. Anassembler transiates an assembly language, most of whose statements
coirespond to machine-language instructions on a one-to-one basis
{e.g., LOAD ACCUMULATOR WITH CONTENTS GF MEMORY LOCATION
A, OF LAC A).

2. A compiler translates a compiler ianguage, which 1s closer to English-
cum-mathematics and can include statements (e.g., formulas) which
will cach be translated into many machine-language instructions (e.g.,
FORTRAN, ALGOL, Sec. 3-7).

Each new computer tvpe needs a new assembly language, and relatively
simple mathematical and inpui/output operations can require substantial
numters of assembiy-language instructions.  But asscinbly-lunguage pro-
gromining (Chap. 4) can take the most eflicient advantage of minicomputer
hrardware {o cave memory and time during exccution. By contrast, some
minizomputer compilers generate slow-executing code because both compilar
and object programs are compromised by the small amount of memory
availabic. (

After an assembler or compiler is loaded. we load the source program
{F.g 3-6). The machine then prodaces cither the object program (say on
paper tape)in-onzpass, or the same or an intermediate tape'is processed
in 2 sceond pass (tw G«pas% assembler or compiler). A third pass can produce
a teletypowrniter isting of both source program and machine code

i we nave made a nmusiale i our source-language syntaxa, exceeded the
availuble memory steraze. used too large numbers, cte., the translater
program wull notify us of this fact by stopping and printing an appropriate
error message on the teletypewriter At this pomnt, we will have the
pleasurc of doing the job over.  If the program works coirectly, however,
we will have a storable “binars™ object tape, which can be used again and
again with new datae, without any nced for translation

[ —

O

73 PROGRAMMING AND PROUGEAM TRANSLATION 3-5
Puncling intennedhate peper tapes consumes time {(more Lise than tape rentinr o b most
tane l'mdn.r, punchesy  For this rezson-
All modern two-pass asserblers are designed to read the onginel source tupc acccnad
time after the first pm,s w.thout any need for an intermediate tope
Some municomputers {e Rovtheen 700 series) noave a “conversatiope]  FOPT ™ o™

compier which can ¢ w.npxk. {somewht restnicted) FORTRAR
objct-tupe punching 15 opt.ona!

v directly 1nto the v oory.

A rumber of mimcompuier manufaciurers aiso furnish assamblers and’or complers v hich
can be tun on a large baich-processing digital computer  The resulting mincompiter 0bjust
progtems will still be on paper tape, or possibly on cards

Source program
(source tape)

2 and 3rd
] fan
poss (if any) Assembler
=T OF Comaaeer
[system orogrgm
on pager taonel

LISTIRG // a
foany)  #
Sl v
Objzct program
{oinory tape)

E Library ord accesso-y

.~ programs (if any)
A/

gg;gr(:éo? _ Linming locrer
el dp P - — (. f reeded o

eyT car '(ir) comine progrems!
instruments

Results
{and /or controi cutputs)

Fig. 3-6. Progr. - iransaten and foad ag s ith o peper-tape syster?

Assemblers and compilers generate complete object progiems for
execution. Qur third transiation scheme works differently:

An intermreter translates one source-language statement at a time,
exccutes thc resulting machine instiuction or instructions at oinwe,
trapslates the neat statciment, ete.

(8 )
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3

Interpreter translation is inefficient for “production programs”™ which are
to bz executed many times, since cach execution will be slowed by translation.
This 1s not objectionable in on-line comversational computing, where inter-
preter systems translate compiler-type source languages hike BASIC and
FOCAL (Secs. 3-8 and 7-3) Interpreters can also implement step-by-step
emulation of computer instructions by the instruction set of a different
computer.

3-6. Loading  and Combining (Linking) Binary Object Programs. An
independent binary object program loaded into core with our paper-tape
loader should be ready to execute. Dava for such a program may have been
loaded together with the program, or the program contains instructions to
get its data from peripheral devices, e.g , from typed input, from another
paper tape placed in the paper-tape reader, or from instruments such as
analog-to-digital converters. Program output will be obtained on the
teleprinter, display, tape punch, etc, as specified by the program itself.
Very often, though, we should ike to combine a binary object progiam with
other such programs. These may be user programs, perhaps modules of a
larger program, or library subroutines supplied by the computer -manu-
facturer (e.z., floating-point arithmetic routines, sine/cosine generators,
input/output routines). With a paper-tape operating system, all thesc
programs and subroutine libraries will be on various pieces of paper tape,
we would hke to load them for combmed execution  This will practically
always impose two requirements:

1. We must relocate binary programs so that they can be loaded into
successive core-memory arcas. This will mean changing both instruc-
tion addresses and nmiemory -reference addresses.

2. Since the combined progiams will refer to one another (by supplying
data and/or through jump instructions), we must find all such external
references and provide them with thc correct memory addresses.

To satisfy the first requirement, the object programs to be relocated must have
been prepared by an assembler or compiler which generates relocatable code.
That 15, all memory refercnces to addresses needing relocation are etthe
specially marked —say with an extra word—or they arc relative to the current
program-counter reading. see alse Sce. 4-18. To satisfy the second
requireinent, each program scpment must list all its external refeiences
according to a specified coanention,

To comb ne program sugments satisfying these requirements, we first toad
a new systermn program culled a linkinp loades and then the various object
tapes,  The linking foadar witl note the finctaddress of each progy /g segment
refocate the succending progsam, snd o pply the nrecessary Binfiage references.
The combined prograim will bc left 1n core u,ddy for exccution.  Oplions,

O

~
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CONVIRSATIO AL €U LTU -2 W v o re o 35
usually selected by front-panel rezisier or seniz y‘-nc!.,,. T RTINS
combined program as soon as it 15 loaded (“load 2=d vo™ and w0 poudh o
binary tape for the comb‘ned ot an progiem. Thzl nmr} loador vall alse

' from doing ity _]Ob By usei erinns
such faul?.y or n1.,5m5 c:\uma! references; consull your m.nmcominuter
manual

«Q

3-7. FORTRAN Computativns und Related Topics.  Many enzimeers and
scientisis will be familiar with FORTRAN programming (or, espaciaily if
they hive in Europe, with ALGOL, municomputer operation will be Quute
similar). The principal features of the FORTRAN language arc outhned
in Table 3-1. Note that minicomputer compilers may implement only a
subsct or restricted version of the FORTRAN language asaiasle with
latger machines; consult your minicomputer manual. But many nun:-
computers have remarkably compiehensive versions of FORTRAN
Minicomputer FORTRAN complers are usually designed to nunimize the
core storage required for the compiler and for the compiled program ar
some expense in execution spead.

Normally, you will need a linking loader (Sec. 3-6) to load a compiled
FORTRAN program or program segments with the computer mani-
facturer’s “math hbrary” of floating-point-arithmetic and func'ion»gcn"mtol
routines; the linking loader will load only those routines actually catlev uy
your program. IO routmnes arc usually supphed by the commiler or by the
compiler together with an executive program (Sec. 3-13;.

Other compiler languages available with minicomputers (ALGOL,
subscts of COBOL) aic dealt with quite sumilarly.

3-8. Conversational Computing with Interpreter Programs. Cenv“rsai"on:\i
interpreter systems (Sec. 3-5) are especially easy te wse with paper- tape-lge-ied
minicompuiers: Only the interpreter tape must be loaded, for the progrom
itself will be supplicd by the user on the telety pewriter or on a cathode-ray-tube/
keyboard terminal.

The most popular conversationa]-intgpreter langunage is BASIC, which s
widely used 1n time-sharing systems. BASIC interpreters are available for
many minicomputers. The Digital Equipment Corpotation has developed
another rather sumlar system called FOCAL (but DEC machines all come
with BASIC interpreters as well). Both BASIC and FOCAL can be
lcarned rapidly; both allow you to employ a minicomputer as a very versatile
desk calculater and for real stored-program computation with leops,
subrovtines, ete,  Such mterpreters pernut floating-point computation but
usuaily only with siv-decimal-digit piecision (this is less than that avarlable
fiom most desk calculators) BASIC and FOCAL interpieters svaph

their own wuliy routines (e.g.. for tnigononztnic functions) BASIC,
e FORTRAN, permuts opeiations with matrices.  Boih BASIC and

O
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TABIV 21,

In FORTRAN

I Spectfication statements
functions, and arrazs.

2 Antheactic statements
0 avanadle. e g

Mumicompy of TOURTRAN Chech List.

Ao e properties of. and cilocare storage to, named variables,

defiwe computing operations which assign the value of un evpression

VAR =B -01
3 (Control statements determune the sequancz of eperations in a program* e g,
G0 70 i7
4 Tnput/output statciments specify inpuat output eperations.

FORTRAN 15 “ portable™ . 1e. the \anguage 15 to a large extent mndependent of the processor
and comprierusad  Most runicorm patar FORTRAN systems are subsets of USASTFORTRAN
1V But different mincompuaters (2.4 2ven the same numicomputers with difierent amounts of
core} implement more or less comp'ciz FORTRAN systems It wull be necessary to check
precisely or your part.cular mrmcompuier-

guantities admissible?
: How many digits are accommodated?

1 Are logical ard 'or complex tape g
2 Representation of Real Constants:
formats, for cxample,

Are all possible

SE-02 005
0 5€.01 05E-1
§ 0E-02

adnussible®  The same questions should be answered for double-precision quanuties

3 LEngical censtants are YRUE ond .FALSE  [f no lozwal vanables and operations are
avalable. you can stl erpioy the anthmetic IF staten.ent

4 Check on specification stztements {or declaring vanables as real, logical, ete
integer names begin wth ! ,L. M Or N

5. Cneckon the enient to v hxc}1 svpressions can be used as subscripts for subseripted yariables.

6 Rclational Operators: «LT., «tE. «EQo, «NE.. «GT., «GE, Are all admussible?  Are
logical expressiors 'ad'n»ued"

7. ©neck on the availability of each of the following control statements:
{a) Assigned GO 7O ASSIGN 12 TO K

GO TO X (3 & 18 21)

in gencral

b=2
GO TO (3. 18 21} !

(5 Computed Go 1O

The exapizs in (@) and 15 are cquiralent to the uncondrtional co 10 18

{c) Arithmetic 1= IF (arthmetic e\prc>5 )y, ny, Ny
Prograri goos to stetemer® number n, 1, or n; if the speaified expression s, respectively,
iess than, equal to o1 grzater than zero

{cdh Logical 1 ir(logrca’ evpression) (siatement)
The specthed statement whitl must be exceutable and neither 2 €0 nor a logieal 1f
statement, s execwrad o the tomeal cxpresvon is trne, atherwise, control transfers o the
jollow:ng statement  The loncal expression might be a h. 1rd\& are sense Irne or switeh
cutput

W (5ESE

SVATCr 3 {staicaent)

(e} vo rniDEY = 5
Ais o ostatement purrkzr oy ard my are the vutad and jinal values of the integer iNOEX,
and w55 the wmercorrofinpes I my = 1, one miay write

My, My Tt

DQ n INDEX = iy, th,

L — p— e

YELDPY FOPIRON TV Maod Diztad Egumpment Corporation, Maynard, Mass | 1968
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77 CONVIPSATIONAL COMPUTING WHIHINGTERP LTED PROGEAN, A
TABHE .'H. Mudicomp v r FOGRTRAN Chech Lt tlorin o
(f) corn Le 87TG3 PAUSE n o
PAUSE EUD STOP n
8 Check on the jprerpratation of ReEAD and WRITE statem i~ R e
computer pe 1pheral davives may differ fro» thosz used v PPN
systems on iarﬂ: digutal cc»'npu("'
9 Chach on the library suhiooi e and speela? functiors ava 1252 wih vour FORTRAN
systum
10 Can FORTRAN progeams be iinbed to assembly-largure - prograc {Szos 4 20 ar f 5-24)°
ul Can fOl’\ TEAN oo vsed for interry e (S“:. +leand 3-1657
FOCAL pcrmu graphic output from cathode-ray-tube displays and diastal
piotters. Table 3-2 outlines the main features of the BASIC lznguage;

many good texts on BASIC prog

ramming are available (Refs. § to 11).
Some of the most useful minicomputer apphications employ BASI

1

Cor

FOCAL interpreters extended to incorporate input/output cen.mands for
operating nicasuring instruments, test-voltaze sources, and process-contro!l

equiprent (Secs 7-3and 7-5).

TABLE 3-2. A Quick Reference Guide to BASIC,

This wble was preparad by the software s of the
then 20008 ([Iﬂl.-:hdl’“d} veraen of BASIC vRes 9 and iy
lustrated here s moie than a simple algebraic-inierpreter language. it perm.ts arrdy an

slon

176 D=ETHEN 6D Expre

equals”

&Xreasn

Howler-Packard Cerparcaon fr
Thre comnlets BASIC

Lo

RELRITIN

manipulation, hmued strirg maqupulabion, some ediing, fie mampulation. ard charing
(overlays) of progrem segments.  Hewleti-Packard BASIC has also been eviended to operate
with display s and wserumerts {Sec 7-30)  Nevertheless, completely untramed operaters can
use BASIC as 2 very simple “conversauonal calculator™ by ty ping statements like
LET V1 - 75
LET B =Vt =21
as commands. 1 €, wihout staiement npebers, and to obtamn answers by typing, s
PRINT B V1
OPERATORS
Opcrators are usad i the emants of 3 progiam
P prog
Sample Stazement PurposeiMeaning Tipe
100 A=RBR=C=0 Assiznment cperator: a ns a velee te a
varabla
BOTLET A =0 Ray zlso bewsed wiihort TET
120Z = Xj2 F\pu SnhAs i AT
1M LET C5 = (A«B)=N\2 Bicifpis
GOIFTS/4 = 3THEN 200 Diad:
ISLFT P =Rl 3 18 Add
160 X3 = R3 — Subi"ﬂ‘l
NG1F The numene values usxd i fomeal evaluation are. “tree™ = ary 1 onzow
number, “false™ = 0




TABLY 3-2.

A Qurwek Re

Exaapl

190 IF X>10 THEN 620
200 IF RS < P7 THEN 640
210 IF R8> =P7 THEN 810

220 IF X2< = 10 THEN 650

260 LET B = A2 MAX C3
270 LET Bl = A7 MIN A9

Example
300 CHAIN PROG
310 CHAIN SLIBR
320 CON A,BLC(20) CS(72)

360 DATA 99,106 7 “HI'”
310 DIM A(72)
400 END

375 ENTER#T

380 ENTER A,B,C
330 ENTER T,A,B,CS

AP0 FORJ=ITO NS1EP 3
560 NFXTJ

3P GO TO YD
412 GO TO N OF 100,10 26

420 GOSUB 800

415 GOSLB N OF 190,19,20
34018 A4 10 THEN 320
ISPINPUT XS,Y2,B4
IMLFTA=B=C=0
31D A1=635

360 READ A B C
IDPTAD YA

O

IBOTF (D +E)={(2+D) THEN 710
1SOIF(D+F)<>(2+D) THEN 700  Expression “dos not equal™ expression

-230 IF G2 AND H5 THEN 900
240 IF G2 OR H5 THEN 910

230 1IF NOT G5 THEN 930 -

Programs consist of numbered statements

28 MINICOVPL 1R OPORATION AND SOML PROGR AWNMING

ronce Guide to BASIC (Co v ),

78

Pui ose

Expression ““does not equal™ expiession

Expiession *1s greater than™ expression

Expression *is less than™ e\pression

Expiession *s greater than or equal to™ expres-
sion.

Expression *1s less than or equal to™ evpression

Expression 1 AND expression 2 must both be
““true” for composite to be “true ™

If erther e\pleswon 1 OR expression 2 15 “true,’
composite 1 “true ’

Total expresston NOT G51s “true” when evpres-
ston G5 1s “false ™

Evaluates for the larger of the two expressions
Evaluates for the smaller of the two cxpressions

“

STATEMENTS
The statements are ordered by number

Purpose

GETs and RUNs the program specified  The current
program is destroyed, except for COMmon variables
Declares vanables to be in COMmon, they can then be
accessed by other programs  Must be lowest num-
bered stateinentis

Specifies data, read from left to right

Deflines maximum size of a string or matnix
Terminates the program, must be last statement i a
program

Fills the first vaniable # T with the user terminal number
and/or allows the user a specified number of seconds to
reply (A). returns the actual response tune B, and returns
the value enteied C,CS  On ume out, the response
ttme 1s sct to —256 On illegal mput type, the
response time s negated

Executes the statements betwcen FOR and NEXT a
spectfied number of times, incrementing the variable
by a STEP number (or by 1 tf STEP 15 not given)

Transfers control Jumps) to specificd statement number

Transfers control to the Ath stetement of the statements
hsted after “OF

Begins exceutimg the subroutine at specified statement
{See RETURN)

Begins cxecuting the subroutine AN of the subroutines
listed after “OF ™ (Sce RETURY)

Logical test, transfers contral to stotemient nanber of
“true

Allows data to be entered from ternnual while a
progiam s runmrg

Assizns 4 value to a vanable, LLT v optional

Reads mmformation fiom DATA statement
See “hes ™

79 CONVLRSATION ¢

PABIT 322

[;\ump.’c

320 REM--ANY TEXT =~
356 PLINT ABCS

353 PRINT

S PRINT 23 A

3D Rt STORL

385 RISTORE N

850 RETURMN °

4108700P

“ABCDET,

E~cample
1 DIM AS(ZN
WMLET AS = “**TEXT IV
30 PRINT LEN (BS)
1051 AS=CS THEN 609
HOIE BS#XS THEN 650
120 IF NS<BS THIN 999

130 IF XS <=ZS THEN 999

205 INPUT NS

210 INPUT NS XS4 S
215 READ PS

0 RTAD #5, AS.BS
1 PRINT 72, AS,CS

-
3
-
3

Funchons return o

A Quich Referonie Gt

T151F N§(2,2)>BS(3.3) THEN 10

1251F PS(5,8)> =Y$§(4,7) THEN 10

CONPOLING wlEH Twro -l B T 0001 s

cte BASIC (Co v oo,

Pusy o

Inserts nnnenacutable rem=:ls Lo ¢ prr)~'

=
Prinis i specificd values 3 bre b e
are Ysa . o5 SOPATALOLS, l E*- G RVANE SR
ﬁum\ the teleprinter to ad-ance one hine
SFp e

Pemn:s rereading data wathout rerunring the pooyre b

Por s date to be reread. begnming n staterant b

Subrovnnz evit  transfars control to the statement
followrnz the matchung GOSLB

Terrunatas the progiam, mas be used anywhare in
program

STRINGS

I Asstung 31 to 72 tejepninter characters enclosad 1in quotes, it 1nay be assigned to a
string vanable (an A to Z letter foilowed by a §)

2 Fach stning varable used i1 a program must be dimeznsioned {with a DIM o COM
statement) if it has a length of more than one character
or mavimum fength of o string

3 Substrinos are descnibed by subscripted string vanables

“then AS(2.2) = B.and AS(1.4) =

4 ‘The LEN function returns the current strning length, for example
(AS)  Ths length is the logreal length

The DIM scts the physical

For example, if AS =
“ABCD”
190 PRINT LEN

Purpose

Declares the masaren sterng length 1 ob -
ters

Assigns the character siring 1n quotes to a sirpn
vanable .

Guves the current length of the speaified »trivg

String operators  They allow comparnison of
stiings, and sabsirings, and ctramsfe. tw o a
spectfied statement  Compuarison 15 made 1n
ASCII codes, charaster by character, 15 to
right until a difference s found  If the «trings
are of unequal length, the shorter sttnz s
considered smaller if 1t 13 tdeniuenl to e i
substring of the longer

Accepts as many chardcters as the steng ¢
hold (followed by a rerwrny The charactais
need not be in quotatica marks if only o
string 1s input

Inputs the specified strungs. ioput must be i
quotes, separated by commus

Re:ds a stning from @ DATA sterement stong
must boenclosed oo o s
Reads strings fiom the spectiicd fike

Prints strings on a file

FUNCTIONS

numnenic resufi thoy may b vsed as ey essidr~ or pons o v
stons  PRINT 1s used for exvomples only, other statement types o boteee

SR — Q

LY.




O

3.8

TA

MINICOG

[

A PRINT
32 PRINT

330 PRINT

360 PRINT

390 PRINT

400 PRINT

430 PRIN

tetter fron:

DN A

g,
>

F MAT

e e —— e

45 MAT IN]

ABS (N
EXP (1\}

T (,\)

SQR (X

370 PRINT SIN (W)

340 PRINT LOG (N

33 PRINT RND (X)

38¢ PRINT COS (X)

TAN(X)

ATH(X

AwcZ

(0 204

ALS.9)

PUFA

PRINT A

1
J

410 PRINTLEN (4%

420 PRINT SGN (X)
ST TAB(X).4

Surple Stateney 1

AENE S ENTP T

(.7

itl OF

BIE 32 4 Quuek el -oo Gutdo to BASIC O

Fample
0 DEF IN V(N = (M=,

Absolale mavimuin Mo

-8B Aloas the

AND SONMIE PROGRANNING

RATION

daood .

PLOYTAM™

t1on label A must be a ey
C ves the absolute value of the
Gyvesthe H

counstant e rasad 1o in
stoavalre Xomn this evamin »

Guvas tiae bigestintezor < the
Gives the narural logarshim of
s1on must have a posttive valus
Generatzs a randonm number greete- hos or egaal to
Oardlessthan Lothe arcunet X roy bavz ool value

Gives the square root of the espress on X, r:"p::& on
must have a posttive value
Gives the sine of the exprosson X

radians

Gnves the cosine of the express.on X X is real 2ad in
radians

Gnves the tangznt of the expression X X 1sresiand
radians

Gries the arctangent of the exprusscor X, X 15 rzal,
result is 1n radians

Gnves the current length of 2 strng AS 1e _numbder of
charzcters

Gures 1 X>0, 00 X=0

Tabs to the specified position X
specified value A Tiszd for plerg

Gives cureent nunuie (N=01 koo W= 1), da, (h=2),
or year of century (X =3}

If urg 1ment Xis negatine. gn

-1 X <0
thzn prints the

as l—numbgr, 2 =string.

of record™, or of argument X

type of date 0 a file as } = numbeir, 2 = stning
3 = end of file " (For seguznual access to files—
skips over X =0,

“end of records "1 1F argument
ginas the type of date 2 DATA s
number, 7 = stiing. 3 = ‘out of ¢
MATRICES ~

Muatrin v orieblss must be 4

s 7215 2 SO0 elenents

v

nele

Puipusy
for a weur of the sown 5 d dimesoons
matre (v 4l ocoonotie
LIRS VAR RSN SR AN b’ snecified
el v tricesatiu U

2d 2P 7FR

Allocates space
Lsteuhshes an
da onal) A new s.ort
Scwsalt clements ef the sre e

-

idontity

AT
e et .
Szty alt el meats 0F he «

[HPEaNT
Srza warkro e (M Ny 2 fad 2fur CON
Abows apatfron, the tetep colespenfd o

element
Allor sinput of anentire nn tns § o ztsleps ~ir an
waorkinr size can be speerfil
Prors the speabed naan o tm s

8! CONVERSATION Y

TABIE 2

e st it e

Samp's Staement
55 PRINT A{N,Y)

O PRINT #2, A(1 5
65 MAT PRINT #2
TOMATRIAD A
75 MAT READ &45,5)
8D READ AR

B3 MAT READ 7#3, A1)

90 MAT READ #3,5, A
IOMATC =A + B
HOMATC = A - B
REMATC = A+ B

130 MAT A = B

140 MAT B = TR (4)
158 MAT C = INV(B)

ANUMBILR = a
STRING

Example
OPE-MY1ILZ R0
KIL-MYFILE
I FILES BUG,GANG

20 PRINT # N AB

PPRINT # ¥V A S

40 PRINT 3,5
I READ#1 A B2

§YRTAD=#2,3AB

L AD;‘— 5,5
END - NTHP>

~

NRARY

Exanip!;
APP.-PROGIE
Byt

s e

COMLUTING N L INEE . p b 5 v,

A FILE = a named sterage area of from 1 to 128 ree
with systems
A RECORD = 61 words of

Appl“du the namwed

Logs the uszr oft s terrupa!

3

13
elomot <mae
[T MRS {f

Priots miro glenaost o

Pros e ov cpaspa

Rean \:rqx:rl\ ey v T tat

RH es main ol spoaiad < 7]

Reads tb spectfed matr x ek

meat.

Reads m watre, s from the spzaifed
bc spLu d

.\riam‘( subtraction A, B undC must Be
Matriy mwltiplicacon, rumbe of columrns
number of rows = B.

Establishes equality of two mateiczs, assizns values of B
to A

Transpeses an n by n matrixto an s by ooty

Inverts a q"at. MAtiix mto 3 sgosr: rrum\( of
S1ze, mairrv can be nvarted mntoe 1is:

the samre

FILES

ords  Maumum sze vanes

memon
data item using 2 words of me
a data oo using

mory

about M word o meren parcharastar

Purpose
file with a >pu. :d name ard size
I ves the speuf’c.d
Dc res which files '.z!l beusedmaprogrem Uptod
FIL FS statenienis with a total of 16 files -2t prosram
Files must be OPhned first
Ponts the specified values A B on a snecifie d Sie ar the
curren: positon.  Fales are numbriad fron
aprear i the T1LES staements
Proats the speaified valaes on ¢ speaified record Y of |

fle X

Op?
Rem

Peads the nextvalucs of a sneaitfizd £z imto the s sp
varables

Reods vaiues fror the b

aafed

2nmaz of 1 speofied record of

COMMANDS
Coinmands are executed aramediately | th

Sy dO ROt v 2 SLaltal. nomo.
Purpose

FOOr t0 the curren

’U

preLroi
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TABIE 222 A Quich Reference Guide to BASICiCor 1 1o

b

Example

CAT

CSA
DEL=100
DEL-100.200
ECH-OFF
ECH-ON

Purros.
Lists the names and lengths of user Pbruny programs
Swes the current program m saieo =p 'ed form

Deletes all statements after and ;r:'1 ¢ ~2 the specifizd ones
Deleies al statements between and mnch 'urm the :p\,Clr d ones
Permits use of hall-duplay coupler

Returns wser to full-aaplen moce

GET-SAMPLE  Retroves the program from the user’s hbrary and makes 1l the

GET-SPROG

current program
Retrieves the program from the system hbrary

HEL-D007,B*G®  Logs the user onto his termmel  User must ene I D code and

KEY

password
Returns termunal to keyboard eniry after TAPE command

KIL- S\\lPLF Deletes the speorfied program from the user’s hibrary (does not

LEN

LIB

LIS
LIS-150
L1§-100,200

modify the currept progiam)

Lists the current program length i words.

Lists the names and lengihs of system Iibrary programs

Lists the current progiam. optionally starting at a specified statement
number and stopping at a spzcified statement

NAM-SAMPLE Assigns the name to the current program name may consist of one

PUN
PUN-30
PUN-190,20p
REN
REN-30
RLEN 3020
RUN
RUN-50
SAV

SCR

TAP

TIM

to six prninting characters

Punches the current program to paper tape optionally starting at a
spectfied statement number and opuonally stopping at a specified
statement

Renumbers the current program from 10 (opuonally from a specified
statemant number) i multipies of 10 (opt-orally 12 multiples of a
specified number)

Starts ciecuting the current program  optionally starting at a
specifizdstatemient nuriber

Saves the current program m the nsar’s hbrary .

Erases thz current prozram (but ro: the program name)

Informs system that input will now be from paper tape

Lists termmal and account time

EXAMPLE A Complaic BASIC Progiam

Program

Eesules

ICLET X=1

0FORY=11TO3ISTEP 5

3 LET H=SQR(X{2 + Y2y

40 PRINT “WHEN (X.Y) =" X.Y “THL HYPOTENUSE IS” H
SONIXTY
60 END
RUN
WHESN (XY
WHILN (XY -
WHENEY) -
WIHIN(NY) =
WHE ~ (X vy =
DONY

O THLHYPOTLNUST 1S 1 48661
6 THLINYPOIFNLSE IS T 8868

b THL Y POITFNUSE J5 2 32594
6
i

i

THL HYPOTUNUSL 18“7\“?68
THE HVPOTENUSE 15 3057

1

O
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OPERATING SYSTH! fi}

3-9. Istroductica, Paper-tape operation, as descriv=d i %2 3-1 10 3.6
is a reasonable way to oparate mimicomputer systerns ded < ted 10 & 5rals
task or to only a few dificrent tasks  But for gencral-purposa COMPT i,
requiring frequent creation, translation. loading. correctior ard s .
cation of diffcrent programs, paper-tape operation pros2nis an 1wl
situation, even with high-speed puper-tape readers and pund s Loudirg
and compilation with an ASR teletypey. viter alone can take hours even fo
relatively small FORTRAN programs  We will need a S}sii'n' which ¢an
quickly read, store, and retricve system programs (loaders, assernblcr.
compiler), source programs, and vbject programs without so many xep:aicd
manual loading operations. Above all, we should like i load, comine, ant
gxectic programs automatically or on typed commands. This i3 made
ossible by an executie program (sometimes called a mositor sysiem) m
conjunction with magnetic disk, drum, or tape storage of system ard Hbror R
prograwes, user files, and intermizdiate translator outputs. In additioa. it
will be a good 1dea to supplement the failure-prone. slow, and nony tele-
typewritcr with an mexpensive cathode-ray-tube/keyboard ternvnzal,

3-10.  Mugnetic Disk, Drum, ond Tape Storage. (a) Storage Reyilre i,
and Op~ati~se. Mimcomputer system programs, such as assemibles o
compilers, typically require several thousand words cath. ACdi'tona
thousands of words will be required for ibraiy proarums (lrecueindy used
arithmet:~, function-generator, and mpm/ouput routines). stored Ut
programs, and user programs in the intermediate stazes of 2 trauslat.on
process  For general-puipose computation on minwcomputess with §k
to 32K of core memory we will, morcover, “chain” succzssive szzments of
longer user programs stored on a disk or tape: We load and C\»UI' the itz
program segment, keep some intermediate results in coie. load and enecuio

a second program segment, etc.; such program segments aro Lnux‘. n as
successive core orerlays. Many applications also mvolve creation of
permanent or intermediate text or data files with many thousands of woids
Altogether, gencral-purpose mimicomputation wiil require between 30 N
and several million words of mass storage. which should be accessible
without manual loading operations. Since mass core storase 18 too
expensive for minicomputers (of the order of $0.30 per 16-bst word), disk.

dium, and/or magnetic-taye storage 1s vsed

Nizgnetic moss-storage systems aie compuied 1 Table 3-3. ]"1\._\"»1 od
rctating disks and drume have the highest duta-transfcr rares and. st~ the,

cun access any storage location within one revolution, al<o tho s
access timev Disks are, therefete, best for storing syvier: pooe
intermedhate output.  Small disks ate, moreover, man.. ool o 0
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JIC 30 ComporivenofNinfeon puor Lot Cuisni Sworge Mela o d Porip™ ols,
NN r MAGNETIC TAFL FINLL
PAP: R TAPE Synchronous {coLtiruo s} oF .7 on HEJ:g-
- T B DISKS
A?_I,('B Mediamespred | Cassaite’ DECtan ”spf:‘i:x‘j AND
ole- der.nu ctrrdas aps BA\{-comi- T
fypensir | readerspunch | Cartridy | £ S tare DRUNS
Yoocharaziinysee 10 360 READ | 300-- 10,000 6,003~ 0,000~
50 PUNCH 5000 €0,000 360,000
‘bt ¥ ords; ¢ S 150 READ 255- % 750 3,009~ 20,000
25 PUNCH 2,503 {(12-tit words) | 30,000 180,000
50,0
he (18-bit words)
ma to read 1,000 200 sce 7 53¢ 04- 133 mee 30- &—
16-b:t words (objec. 4 see (12-bit words) 390G msee 50 mses
prozrams) 260 muses
{18-bit words)
me to read 1,000 typical 2,000 sec 70 sec 4- 2 se¢ 03- 50-
20-character Lines (over 40 sec 3 sec 500 meac
(source programs for 30 m:n)
asscmbly or comp.lation)
ces. trs — — 12— up to 100 sec up to 8--

150 sec 240 sec 17 mszc
tal storage (16-bat — — 50K - 100K PO20MK- 30K-
words 11 oz .nt) 250K 18-bitwords | 2M 600K

or 150K

12-bit words
preal price (combined $300 $3,000 $300- $3,420- $5,600- $6,000-
mput/output vt and more thzn $3,000 $9,700* $13,000 $30,000
tnterface) KSk-33

¢ One §7,400 1nterface can serve up Lo eight transports

for 30K words), but magnetic tape on removable reels is cheaper for larger
amounts of storage.  Small and larger disks are often combined with mag-

netic tape so that different programs or data can be loaded fiom remoyable
tapc reels  There are also disk systerns with removable disks or disk
cartridges and combinations of fixed and removable disks.

Insk:, drum, and niagnetic-tape interface hardware and operations arc
doseribed in Table 5-2. Blocks of computer words ate almost always
transfericd dxrcctly from or to the computer core (or semiconductor)

memory,  Input/output programs are fairly involved, but they are usually
supplicd by the computer manvfacturers.  The user/programmer suaply

sces befler aveas In the conputa meomsry, 1.6, blocks frlvmo y tocations
whiose contents will be transferred to or ftom mass storage.  Each bufier is
idenued by its star ting addiess and size (word count), !wa.ﬁei v ords m cach
storag: block may icentify the block by a name and sperify we.d count and
locvs. To safezuard the

addicssas of succesding or pieceding lorpe

RS ATATER VR W P L [PER G

avrounts of info il - Ha

tdiadl nnss-sioTaue s 0 g
yarity (hecks (See, 144 1 oewd] : EI ) .
pantly creegs {See. i) on eech pertial vord by o0 -
additional patity cheek for each maltnond ok
< o - -
(h) Dish and Dren Systems (see I—z" 37 Dok oand de o,

record data vords in <o/io! form:ie., successive bits arc reco,do U
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Fig. 3-7. A complete mmrcowaputer s sem with o 500 character szc paper-tape readas dek
memory (top night). and o 15 700 character sew magnetic-tane transpert
seen on the table at feft  (Hovderr Puacawd 2100A corputer )

A cord renter

the magnetic film passes under a record read head (sce alvo Seo
Magnetic drums. and most small disks, have fixed heads for individual d\u..
tracks.  Moving-tead dishs require fewer heads. but they must be posilioadd
quickly and accurately o, expensive mechanisms Stornge addicss
disks and drums refor to the nack and te timing marks on spe ki
Gacks. The programe usu 'y establishes o e eeront rable v hach poodn
the spearfic timing-tiach readinas cortespanding to the startinr words of

named bhci"

{c) Miapnctic-tape S}Fff‘
systeins blOIL several bt

1-3

Oy Gh
iy

s Unlike disks and droms, mugne g o
of a parttal woird (by e in poradlel oo o the ¢

> ~ N PR
Parity can be checked acions the tape (irarscerse pareo s ae! for Ve Ty o
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data z2long the tape (Jorg ™ dial pariny)  Formaited tape employs a pre-
recarded timing track or tiachs to find blocks of data by reference to a directory
table, just hkc a disk.  Unformatted tape has no tinung track, and the header
word of a desired block must be found by scanming the tape. Incre.nental-
-taposystems start and stop ihe tape for individual words, but most magnetic-
tape units stop only at record gaps betv een blocks of words.  Start and stop
times are between 1 and 20 misec The better tape transports can read oi
write backward as well as forward. The beginning and end of each tape
are usually marked by refleciive markers sensed by tape-transport hardware.

Blocks of data on taps can be of fixed or variable length. To update a
block of data on tape will rzquire nio tape transports unless one is sure that
the new data will fit the old block.

T T e
i e —
v
| [ I N .
E o4 i S AP
4 ! . 70
{ Vi ; ‘ 1
i N , !
! : .
i r’ H s
i L '
;
' i i
*
. .
] { ,
s_ _____ N R
L ¢ e e o e = T
e L e i

Fig. 3-8 dan reels of this type CO-600A LINCrape system hold about 100.000 16- or 18-bit
words. prerecorded timing 7ot s zddress blocks of data Transfer rate 1s 4.200 words/sec at
60 1n sce. wath 30 sec mavimu ss time A thio Malar laxer over the tape oxide protects
both oxide and heads  Phasz ding on norredjacent duplicate data and timing tracks and
capstan-less simpherty mishe s ~emsvery relble  (Coarprter Operations, Inc Belestille,
Maryland  Digital Equipmer (c*p)r.mon DECtape s stmiar |

-

Small capstan-less formatted-tape units Iike that shown in Fig. 3-8 (sec
also Table 3-3) employ duplicate data tracks for redundancy checks, have
very handy small reels, en.d are reliable and inexpensive, an excclient choice
for mimcomputers, Standard unformatted-tape (IBMVi-compatible) systems
arc somewhat faster and can store more data, but they are also more compli-
cated and expensive; v.2 v culd use them with & numcomputer only if rapes
nuest be bunsfenred frov o o a lager digital compurer (Fig. 3-7).

Unformatted-tape sy2iome record either 9 or 7 bits across the tape (1 bt
will be a party bvt) o2 3-8 shows a typical arrangement of data blocks,
record gap» and fongi < nal check charactrs.

(d) Tape Cossetie/Certiidye Systems. Tape cassette/eartridge units (Fig.
3-10) are slower than 0% = 1 :pz systems but are so converent to mount and
change thut they shou'? Tz on excellent replacement for punched paper tape

87 KEYBOARD OPLRIALING SYSTRYMS VadH SYiass iy oo -
Forward moion of tape Lorgituc -2 -z~
——— e S

Data record 08
4 to 8,192 characters) 0 73 n

AJ record gGp
_— l ——

3 aii-zero lines| 30[' ere e ‘eng-of-recos g
LCye

Gonitniy grorntar

Fig. 3-9. Arrangement of date on mme-track taps  Tap2 records. cortaspondirg 1o i,
buflurs iccommodating some reasonablc amount of imformavion (t2letypewrnter bner hove
between 4 and 8,192 eight-bit characters each character cores wirh o rinth byt (irens

panty bit)  Each record 15 terminated by three all-zeto hinss (end-of-record gap:
redundancy character, three more zeto lines, and a longnudma]-ﬂar*u chect cheracee
1s followed by arecord gap at least 0 6 in long A file 1s a group of rewords terminatod

gap followed by a file mark coraprising an end-of~file c/.maum ard z longrudimal-p. m NI
character

in many computer systems. Since the small reels have hmited storage. a.d
also to specd access, one usually employs muliiple cassette drives.  Hoth
formatted and unformatted tape are used, and a wide varicty of svsienis
exists (Table 3-3). Access times are a little slow for scrious op=rating
systems. Cassettes might be replaced by simpie “flexible™ disks.

3-11. Keybozzd Gperaling Systews with Mass Storage. With a mae
storage system (we hope it is a disk), we are ready for respectable genera
purpose computation  We initially use paper tape or magnetic tape o load

H-
1
1=

LI -

e e

Fig, 3-10. Minicomputer with dual tape cassette anis Fadle uri stones 2300000 a2t bl
byles on 300 ft of formatied tape at an SO0 bit m densiin Tramsfo 0 L300 baes sac ot 3

sec tape speed, fast-rewand speed 15 90 an'see Unreodara Ine N Od2T T eomypy?” )

),
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an onecuilve PIOQIATY {SOMLI0S catled a woouldtor 335 oy SHffcront manu-
facturcisemploy difereniterms)  Thisisasysiem progiam which enpounces
its presence By pping EXEC o MOMITOR on a telelypevriter or display
and then v aits tor hevboaid commands,  The executive prosrarm rosponds to
an internivpt (Sce. 5-9) when a key is struck, reads keyboaird commands, and
brancles to an appropriate subroutine for loading ard/or exceuting pro-
granis stored m core or in mass storage 1o save coic storase, enly the
portion of the executine needed to recognize keyboard commuonds is
permanently stored  core (resident excentive, resident menitory and serves to
call the vanous loading aﬂ.] service subroutines of the exccutive program
from the syatem disk or tape. The minicomputer user does not need to
study the detailed operation of the executive program; he need only consult
the computer manufacturer’s manual for the available hist of keyboaid
commands and options.

Supposc that we have an edited FORTRAN source program stored on
the system disk under the file name MYFILE. We want to comui!c this
program, combine it with a bianiy cbject program availablc on paper tape,
load, and exccute. We will assume that the necessary system programs
{compiler and linking loader) are available on our system disk; with small
disk systems, assemblers might have to be loaded from paper tape or magnetic
tapc as noeded.  The following comversational-prograinming sequence will
exhibit typical features cf minicomputer keyboard-exccentive operatic:
Please noie that specific features, codes, and rules will differ from system to
system; consult your minicomputer manual.

1. When the executive 1s loaded and ready, it tyvpes out

EXEC
We now type
FORTRAN

to call the FORTR AN compilee from the system disk.
2. The executive loads the compiler and responds with

FORTRAN LOADED OQUTPUT?

We want to é ve the compiler output the fiic namre ¢pruT for e
erence and store it on the sysiem disk for loading and execution, we
typs

DISK 1/CFUY

We could aiso have caved cPUT on a library tape (Sec. 3-12) by 1y ping, say,
TAPD 3:0rui Papor-tape ouiput could also be speeificd. but s usnally a
omp'er upbon tsee bidow)

1 RFRROARD OILUAIING SY3557 "= % LB 0w =0

~ o . 4 -ty .
We specifs the romyptorinput by s

SN !!\1—11 -
r [ES EAN

Tz
4. The systers now o’ sustespe. & oor s er oprions
FORTRAN-OPTIZ w572
We typz an op*ion code (if erv). erd then a carriage return to siart

compilatioil.

Compilzr sptions could include piepurziicn of a biiary olyect-program
paper tape, printing a surhef table, and ot prinzing a hsuing  The compiler
will use the system disk for quick storz2zz and retrieval of intermed.ate
output.

. The systemn completes compilaticr and saves the outpat (CPUT
or, if compilation is xsucc\,»sfui prints error diagnostics.  Return to
executive contro! is announced with

We call the linking loader by typ ng
LOADER
6. The system loads the Linking loader and asks for input.
LOADER-INPUT?
We specify
DISK 1/CPUT: READER

and place our second object
papcr-tape readc,, pushing
interface (Table 5-2).

7. The system asks

v {+hich was on paper tafu) in th
an app:‘oprtzte bution to clear thie l'cddu

;Q o
3
o]
o]
UJ

i

Yi¢ tvpe an option codz ashon s fo; Fuiad 00/6‘1‘ fefies @ menion -
map printout. apd,;/o” LOAD AXND GO o mwebie the Combr. ad pio-
gram (we could alsc start exceuniion with lh(. compuici front-pondd
switch or by typing RUN)

8. Aficr execution, the system returns 10 monitor contiol and fyp=s
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We can, if we wish, s2re the conbined progiam by giving it a file name,
say NUFILE, and typing

SAVE TAPE 1/NUFILE
If we no longer need our source program MYFILE we can delete it by typing

DELETE DISK 1/MYFILE /

To saveMYFILEon a library tape, however, most operating systems require us

to call another system program (copying program, peripheral-interchange
program) specifically designed to copy files from one peripheral device onto
another. Such a copying program must be given format information
(binary, ASCII on paper tape, etc.). Other service programs callable from
the system disk or from a library tape include listing progiams, editors,
debugging programs, extra assemblers and compilers, etc. (see also Secs.
3-12, 3-16, and 3-17). Hardware-diagnostics programs are usually loaded
separately from paper tape, not through the executive.

The better executive programs caa also be called from user pregi ams, which
may request loading and saving of specified files. This permits, in par-
ticular, successive core overlays of chained-program segments. Each
program segment can cali other overlays by simple exteinal references (such
as CALL SEGMENT 3 in FORTRAWN), whereupon the resident exccutive
causes loading of the desired segment. Scch systems will, in general,
include a special lmkmg loader (“chain loader™), which loads all program
segments {and all required library routines) of a chained program ilogether
as one big file onto a disk or tape prior to execution.

3-12. More Operating-system Features. (a) Input/Cetput Control System
and Device Assignment (see also Secs. 5-27 10 5-32). Since the executive
progiam will, in any case, comprise many input/foutput routines, most
software systems incorporate their entire library of standard I/O routines
(device drivers or device handlers for the most frequently uscd peripheral
devices) wiih the executive program. All user-program requests for these
device drivers take the form of sysiein macros (hke FORTRAN READ
and WRTE statements) or subroutine calls hnked through a portion of the
cxccutive program usuzlty calizd the Input/output conirel system FOCS).
The user nced no: write or know any details of 1/0 programs but only the simple
cally cn IG5 (Secs. 4-70 and 5-31)

In our deseripuon of keyboard-executive operauon {Scc 3-11),
referced to T/O devices for the cxecutive, compiler, and loader by actual
device names, such 2s DISK 1, YAPE 3, etc. Fn a moie claboraie sysrem,
it i~ picferable for sy .temn and vser programs to employ kepical desice
nwbevs.  Thus, in the FORTRAN statement

O

o

READ (2. 12)

9i MOES Gy 2ATINGSy My L 2-a

the device number 2 could be made to rafer to the pepir-toprrosdor o toa
sclected magnetic-tape transport by a device-rssigrracat conne 1ad
exceutive program withou: any change in the wvser porgiwe (000
indipendent YO pxog*am‘ws). Similarly, any tapz treusport ¢ 4 be
substituted for the syster disk/magnetic tapes could be load s or \.n' ang
of scveral tape transports. cte.  Device assignmants can be cha nged by new
entries 10 a device-assigaraint table in the executive prozram. theie MEYR
different device assignments for different system and-user progra:ns

Users can ascertain the curreit device assignments for, say the FORTR AN
compiler by typing a requcst bke

REGQUEST FORTRAN ASSIGNMENTS

(this nnght be contiacted into an abbreviated code) The syster vl
answer by typing out device assignments, say

SYSTEM DisK 1 (mtermediate-pass storage)

iINPUT TAPE 3 -
OUTPUT PALPER-TAPE PUNCH
2 PAPER-TAPL READER

The uscr may then change device assignments by a typed command iie
ASSIGN TAPE 4 TO INPUT

for usc in his compiiation, but the standard desice assignments wil be
restored the next time the compile: 1s loaded (see also Sce 3 3tay

(b) System Generation. A mbucompurier system with an escnotine
program will need a special system progrant called a system generato.r, which
tarlors the executive program to a spzcific mimcomputer configurain. =t the
time the system 15 installed or modified.  The system generator (sap; | u:‘ by
the manufacturer on paper tape or magnctic tape) loads the s'olet
cxecutive program and completes it through a conversational sequence m
which the user is asked to type in his memory size, s Interrupt-ssiem
options, and a hst of lus penpheral devices  This procedure genctates a
system tape (paper tape or maguetic tape), which is saved and soerves to
refresh the system disk (of any).

(¢) File Maripulation. Our example of executive-program opeiafion
wicluded several instances where a program was saved on (o1 retrieved fiom)
a “filc-oriented” mass-storage device (disk or magnetic tape) A file 15 a
black of mstractions and,'or data on a disk or tap> usually ending wiihy an
eni-offiie code and starting with a file Leader, wloch as a s2t ol v
comprising the file namic and varous information about the file achitepe
or disk will have a directory table histing all files stored (and, on disks and
foimatted tapes, also their addiesses).  One file can conton severa! pro-
grams or seis of data, but these will not be histed sepurateh v the & Loeters
table; they must be found by scannmg the file for record-heod. s _ords

LAV

s
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The exccutive progiam has Sloamaringi oo cormmands, such as
IND DrieTE

SAVE RENANIE

LOAD READ HEADER
each followed by a device number (or mn'-’) and 2 file naime  Note that
SAVE, DELETE, and RENAME involve opeiations on the dizcctory table as
well as on the file. A keyboard command such as

DIRECTORY {device number or name)

will cause ty ping or CRT display of the directory tabie for ihe named device
Ceorving or updaring a file imvolvey tio files and is usually accomplished by &
néén;,hm pvoaﬁ {per.phieral interchange program) calied by the executive.
Other file-memipulation operations include sacmg ond reirieting specified
core arcus and proteciion of specified files aguinst deletion or overwritng.
Assembly -language operations or nimed files (or named blocks in 4 file) are
dene with the aid of READ and WRITE 1OCS subroutines ¢r macros (Secs.
4-20 and 5-31) The first READ or WRITE must be preceded by an OPEN
FiLeldevics, file nome) subroutine or macro, which reserves a core buffer for
communication with the file and may initialize some IO operations.  Afte
the user’s program s finiched wath the file, a CLOSE FiLE (device, file name)
subroutine or macro dismisscs the buffer and enters the file name, if 1015 now,
into the device directory.

0
h
t

3-13. Real-time Execviives and Bateh-processing Monitors.  The executive
prograrm descoibed in Secs. 3-11 and 3-12 \\c.S specifically designed for
keyboard-contrufled general-purpose computation. In review, we sec that
the exccutive’s main task is to call specified stored pr ograms and data in
fesponse to nterrupt-service requests from the ke boa With the addition
of 1OCS to the exccutive, it also handles wser-prograr: requests for 1outie

10 service.
in taony important applications, minicomputer systems must execute
program sequcnces for reading instrumients, processing data, or mmiplement-
ing control acnions mn response to itorupt reguests fror real-tuime clocks,
sensors, ar contiol logic a5 wel as i tesponse to keyboard commands.
Az oxceutive program sxiended to bandic cuch real-time se-vice requesis s
tur; The real-time

grnown as 2 owenbiine eveoulhve for ce
crecitne will acwarn comprse TOUS, plas of Horon miiemopt-scrice svb

i

{

rocnes with oy pomts o usewiion swrvice prograris The user wili

i
write his service programs and label them for relorence by the exccutive
prograny, swinch adds the tedious routmes of the skeleton intertupi-seivice
progracas, such as saving and jestoring regsters, 1/O dovers, formattuing,

The exccative promian: will asstgn imtial

cte  {Sces. 5-27 to 5-3Z).

O
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iﬂ uupf. S2vice puiositics, which cai be ¢

An cxample would he exzontive-program ¢ 7.
systerm which must {1) perfornm routine I
tinics, {7) Lompuh sor . Statistics fiom the detr ! o
supply wvoliages suplrvised by temneraturc znd (4;

reapond to o erload wanis

-

Fig. 3-11. A cathode-ray-tute/keyboard termunal for alpGanumenc saput/cupur (Dol
Data Systems, Inc)

Another tync of ercoutive program (needad less fiequently with mini-
computers than with large digital computers) is a b‘ tehi-precessing morniior.
Batch processing involves caecntion of multple progrims transer:bed onwo
magnetic tupe or a disk from punched cards or paper tape  Each prograin

il have a prio ity code detereuned by the arrival time, urgency, 9.‘3 plo-
gram length The baich processing momtor must load and execute the
varions programs, tnoather with any Pcﬁc,d hbrary I’_“JthC and data files,
“itv-sequenoe staarepy e moior must also maks o

ch _Dmgr am

a~cording (o some 3,
record of the .;mc 2nd -SSOUICES spsnt SR8

31 r'“.f"ﬁ’ft-:“":y-f" S2Clevyhoard Teoaainsl, s T T P
Th convemence of a Loyboard opriaung S}si:‘m 15 orcetly enhance.
usc the sfow noxs_,, and trouble-prone telety p

really wanted and employ a cathode-ray-tu
for conniunicating with the co mpuwr {and for progiam preparetio and

debugping, Secs 3-16 and 3-17) -

)0/1 evboard 1-"mzn:,l fihe 510
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Typical CRT/keyboard teromnals display 40 to 48 forty-character lineson a
standard television monitor  This 1s meapensive and gquiie satisfactory for
most assembly-language and FORTRAN programnung  If much text or
tabular material is to be displayed or if the system handies programs pre-
pared by or for a larger digital computer, then 80-character lines arc prefer-
ablc. An 80-character line can display a coniplete 80-column punched-card
image or a completc 72-character teletypewriter line

The pattern for each ASCII character 1s generated by table lookup in a
MOSFET read-only memory (Sec. 1-14). The display character sequence
is periodically refreshed by a serial (MOSFET-shift-register) memory.
Most such terminals are teletypevriter-compatible; 1.e., they connect to the
scrial teletypewriter interface on a municomputer or communication system.
It is usually possible to speed up the shift-pulse rate of such an interface
when the much faster CRT/keyboard unit is substituted for a teletypewriter.

CRT/keyboard control keys are similar to those on teletypewriters but
can have more pleasing and convement arrangements A blinking cursor,
which can be moved up, down, left, or right by control keys, indicates the
curitent point for character entry.

Other minicomputer peripherals include small line printers, card reade s,
and pencil-maik readers.  Graphic CRT displays and graphic plotters will be
discussed m Secs. 7-3 10 7-12
213, A Tirst Look at Minicomputer Time Shanag  hands-on on-line computer operation,

“espialty with CRT/keyboard terminals 1s a tieriendously effective way of working for people
It1s also a vy acilicient operavron for the comperer. which tends to be mostly idle while the
eperator thinks about the neat step, scratches himself, or interprets results It 1s surely one of
the finer {catures of the mexpensive muncomputer that it still permuts this type of operation
to be cost effective (conversotional computation on a larger machmne must be time-shared)

¢ o
Nevertheless especially 1n a rescarch organization, ¢ good on-hne computing facility creates
its own scarciiy. Giver a chance for creative “play” with the on-line computer, research
werkers may feel constiarred not so much aboeut cost but by the naggimg feeiing “Iam depniving
Joseph Blow of comp: ter tuime ™ For this reason, scme sort of time shanng is psychologically
as well as ccononucalty wdicated.  Tuae shanng may also be attracti. e where 4 minicompuic:
supervises & relatively slow-moviug experiment or process and s largely idle between operations

Executive prosrams like those described 1n Sees 2-11 and 3-13 can be readily extended to
provide fosegrouad/backgrond programming. This 1s the sumplest way to time-share the
computer bctween tvo progwams  The lower-prionity background program 1s terrupted by
keyboaid, ciork, or other device requests for the furegr ound progrum, v hichiis entirely interrupt-
dniven Vo prevent either program ffom overwiting the other, it is best to establish memory
boundaries with memory-pretection hardware (Sec 2-15) which mterrupts the gwity program
bufore any harm s done  In any case, serious program changes must usually wait until both
programs are finished  Some types of progiams can coewist nicely (Ref 11y More ambitious
maltiuser bme sharme requires program swappng from a disk, which s usually controlied by 2
second pameomputer (Sec 7-13)

PLOGRAN REPARATION, EBDITING,
AND DEBUGTING

3-16. Program Prepossdion antg Mdtting, (@) Off-line Paper-tape and Card
The most prinutive way 1o prepare a FORTRAN or assembly-

language program for a minicomputer is with the bwltan punch of an

Puncling.

O
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ASR-type teletypewriter.  An advantuge of this procedun s s the Uil con be

o 8 iE e . A~RE T <o R .. N 10
done ¢ff-line if a second telety pewtiter 15 avastable for the computor b-2lf

Limited cditing ca be done with the aid of thé teiety v ite kijROUT 1o
The result is, generally speaking, a mess, although the comny e o
a cican copy of the program later: it 1s very hard to heep trach of suceessine
program corrections.  Patching paper tapes for corrections is, essentizty,
impractical,

Conventional punched-card program prepuranon 1s preferable to sueh tols-
typewriter operation, assuming that a card punch and reader are availabic
The advantage of punched-card operation 1s that individual cards corn e
corrected. Punched-card operation s also employed where assambly or
compilation of minicomputer programs:s done withalarger digital conpuic)

(b) kditor Programs. Most minicomputer program pieparation 1s ¢on.
with the aid of editor programs loaded fiom paper tape, from magnctic tape,
or from the system disk  The text to be edited (program or data, usadlly in
ASCH-chzracter format) comes from a teletypewniter, CRT kevbourd, o
paper-tape reader, or from an unedired file on a magnetic tupe o disk. Thz
editor program moves this text to an edized file or output device by vy of e

working acea {varizbie-length tcxt befler) in core. The text in the warkng
area is printed out by a teletypewrnter or (preferably) dispiaved by a
CRT/keyboard terminal and can be modified, deleted, or added to by 1aan,
of the teletypewriter or TRT keyboard. This 15 very converient bar,
unfortunately, ties up the compurer stseli for op-line editing

In the Laput mode (text modce) of a typical editor provram (8.7 i1}
can type on the current text line and delete individual charactet. or t
entire line, with control keys.  The working area to be edited r.av be the
last line typed or a block of ines  Teat may be output fiem the o by
arca lin: by linc (afier each hne-fecd/return), or an entire bloci oy be
output on command.

A control key switches the editor program between input wade and
command node. In command mode, the user may type editor conuronds,
such as:

TOP Moves the cuirent hne to the first hine of the input file (if any)

NEXT Moves the current line to the start of the next block or dispiuy page
BOTTON  Moves the cuirent hne to the last line of the input file

GITN LINES FROM DCVICE
afies the current foe.

LOCATE {character string)
of the quoted string.
each time 1t ocenis

cLost (Ale name)  Quiputs the remamder of the tap o [ledy 2 ov poy
and closes the output file at the cnd of an editing job

Adds N hines from a subsidusy mpet device

Moves the curzent hine to the v oo+ e
It is used, for example, tocherecava, JLlen e
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NsEsT (stoingy The stneg just typed 13 inserted after the curient hine,
PZIFi A(,E (eld stning/new sumg) Thv old string in the curient ling is
repluced with the new stoing {(which can b longer).

Th editor ¢ ot abso be corrmanded to ey pe sume or all the text or to prepare
paper-tepe onipul

Editing with @ CR1keyboa-d ters inal 1s by far more conicuient. The

er can ype over the displey el texr, msert characie s o lies with the oid of

conirat kers, and de'ere chamacters or fines. Al these changes are auto-

matically apphed to the text buffer.
WOTE B¢ ting programs can be very vsefu, vor ediung general o (e ¢, reporis) as weil as

Losoputer progoams ard daia

2-17. Onp-lne Debugging (Ref 13). A good progrum-de
wotks with both ¥OP'1 RAN and assen Ev language programs The
debugger .s loaded with the inking fander. which foads the user’s programs;
a3 a rule, the decbugger disabies ali mterrup.d, so interrupt-service routines
must be tested separately  The debugges can:

dehupging sysiem

1. Insert Beeakpoints at specified memory locations.  When started, the

program will run and stop at tiic next breakpoint to pernut examination

of register and memory conientis

Remove one breakpomnt or all breakpoints.

Start or restart the program at a specified location, e.g., after a break-

point.

Display the contents of a symbolicaily addiessed memory location on

the tcletypewniter or CRT terminal, step the displayed-location

address up or down, or 4.5play the contents of the mermory location

- indirectly addicssed by a desired symbol.

Modifv the contents of memery locations addiessed as above,

¢ Scuarch a specified area i memory for the jocation addivssed by a
specified symbolic express.on o; for speuified symbohe conteuts,

Y. Outpui modificd or f_olucLed orogiant scctions onte a aamed file;
the new program sections can coniam nonly defined symbotls.

[FEN S

£

n

we selaborate LNy prograss panit only octal rothe

o than symholi)
sddyzas refeirnees (n o 3 debugnos w; Feicrence 12 contans

short enample

ef : debwgsing session: sce ais' Nl 13,

« 7T o M "‘:‘ Ir b MIRE S & Wank SUN IR D' N B Vg
FooPfafipdons ANDY Bl Qo A py

(Bofer also to ruomaiacturers’ me-u s for comput s and poophei el deinece )

97

e b DD

ALEE SRS AND REeaond
AMlricenguler Poapten 1 T,

Resroad, W T Telotv vovngs Fruadeso cale Mo doosl Co-mme 1,10
Corparetion, West Corrord “Nass | 1970 ’
Muph, ¥ 3 Cuossetu-Cartnage Tramsports Mod D ua, Au-creo
Kahuoo oM 1-Con ot = Per picsa®s Pu ~r's G 2o Canae/ Lo, 7L, -, 197y
French Mo Dogial Coosoite ond Carirel 0 slorder 770 Mad (070
Sykes, JOR O Des g apniouch fn a D " Cassotte Racordipy Sosom, 4o Do

Octobze: 1970
inck, D B and £ N Chas: Iateractine CRT Terrurars, Alvd Duoa Nop—Jat 1970
Murphy, W J Moedm and Smali-scalz Dk and Do Dreves Vo Do Moarcy 197!

A

I
any nunicompulcr mwxmlacur s supply BASIC manuals, Ameng the

0eSt ONnCs are:

Proyg vrmomg ongieges {PTIP-§ Handbooh Seuies)
M vme Mass {curresr yean
Tivs refeience also <as ribes TOCAL.

20005 A Cuade 1o Tt d BASIC Hewledt-Pacek
(umu' veart

‘There are many bouks on EASIC.  The classic te«t 1s that by DASICT:

orig‘nators: Y
E Kurtz B {SIC Progravimrng Wiley., Nea York, 1967

aital Equ.pmert Corpr-ion

d Corporaicen Cupertine oo

Kemeny, J G,and T

Biiccelaneous

- Puls, J H - A Simple Method of M L.lt'nronmmmuw the PDP-S Compuater. (SRI Ry

207, tlectrical Engineciing Depertmert. Uninversity of Arizona 1976 see olio Proc £o'
DECUS Symp , Digital Equipaient Co-poranion. Mavnard, Mase L 1970

intvoducnion to Proaranmirg, PDP-8 Hanabook Scres, Dizttl Fquipment Corpe-ation
Maynard, Mass {current ssued .

Evans, T. G, and D L Durley On-line Debugaing Techmgues A Survey, Proc FJCC
1966 (comalm further bibhiozraphy o debugging) '
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cHarrer 4

MINICOMPUTER PROGRAMDMING
WITH ASSEMBLERS AND
MACROASSEMBLERS

INTRODUCTICGN AND SURVEY

Asseribly-language programming wili enable us to obtain the greatest
possibie effort from a digital computer. i.e., to optimize computing speed
and,/or memory requirements. This is because assembly-language nstruc-
tions correspond, more or l=3s, to the actual hardware operations possible
with a specific maciune and permit us to gxploit its features cleverly. This
acvantage of assembly-language programming s especially prorounced for
smai digital computers, whose algebraic compilers (which must fit into
4k 19 81 words of memory) may not produce very efficient codz.

hiedern symbolic assembiers not only eranslate insiruction mnemonics into
mafifne code but slse pesmot st mbolic memory references by assigning binary
fecation numbers to symbols (Sec. 4-2). The better symbolic assemblers
can also compute adaresses by eralvating symboiic expressions (Sec. 4-3), can
reserce biacks of siorage locations (as well as singie storage locations) fordata
or :msfructions, and cap arrangz {or storage and formatting of decimal,
deusle-preaision, and ficating-point data (Sec. 4-5)  Good general-purpose
Zssvmbiers further free the programmer from assigning program pages and
wori with a compamon haking-loader program to facilitate relocation and
Lehege of muitiple program cegmenzs (Sec 4-17, see also Sec  3-6).
Finally, macroassembiers can generate usefu) multi-instruction sequences

cm onc-line commands (Sec. $-21) and. together with conditional assembl
3l ezt zommine some of the programmung simplicity of a compiler

nguage with assembdly -lanzudce efficiency.
GR

-0

Lo has

~
AN

9y SIACHINE LANLUAGE AND PRIVHTIVE ASSEMIBLY LANGUNGE +!

e ?'
With a switable operating system. assembly-languags program segments

can be neatly combined with FORTRAN programs (Sec. 4-20) 50 that even
a little knowledge of assembly language can be used to improve important &
frequently used routinss

ASSEMBLY LANGUAGES, ASSEMBLERS,
AND SOME OF THEIR FEATURES

&-%. Machine Language and Primitive Assembly Language. A typical
program sequence ‘o~ a i2-bit minicomputer. say

b3 g

3

g LOAD INTO ACCUMULATOR (the contents of) 2
5  INVERT ACCUMULATOR

6§ STORE ACCUMULATOR IN 3

specifies the contents of successive memory locations 2, 3, 4, 5, and 6. Loca-
tion 2 contains a data word (5) given by our program. but location 3 is only
reserved for an as vet unspecified data word to be stored there by the program.
The program proper (i.e., the first instruction) starts at location 4. The
program counter will be initially set to 4 and will step to 6, 6,and on 1o 7 as
each instruction is executed.

Such a program is actually entered into the computer in binary
machine language, viz.,

000 000 060 010 00s 000 000 101
go0 000 OG0 o1t
600 000 093 100 001 60C 000 Q10
606 000 000 1 111 000 100 oet
000 000 QU0 110 011 800 606 om

perhaps from a binary paper tape or from front-panel toggle switches. The
first 12-bit word on each line is the memory address of the second word.
The first line again locates the data word (8). The second line reservas
location 3 for a data word whach 1s not supplied by the program. but wil!
be stored there at run nime by our last instruction: some assembiers woul
deposit 0 in such a location for the ume being.

The first word of the third line 1s, again, the addiess of the second word
This time, this storea-program word represents an mstruction code and,
since this is @ memory-reference nstruction. some address bits needed to
determine an effective memory address. In our simple example. the five
leading instruction-cods bits 001 00 signify LOAD INTO ACCUMULATOR
with the “page 07 direct-addressing mode (Sec. 2-7)  In this cuse, the
remaining ssven address bits 0 oo 010 drrectly represent the binaty
address  The remaining two nstructions are stmularly translated
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To work with long programs in this machine-language form would be
decidedly uncomfortable even if we make the program easier to read and
write by using octal code (Sec. 1-4b)

0002 0005
0003 e
0004 1002
0005 7041
06006 3003

which the machine could decode quite readily from typed input. We have
actually seen people program in octal code to avoid paper-tape assembly!
In practice, even the simplest minicomputers have assembler programs
which translate programs written in terms of mnemonic instruction codes, e.g.,

0002 0005

00803 cen

0004 LDA 002
0005 NEG

Q006 STO 003

Mnemonics like LDA, NEG, and STO approximate English words; the
asseinbler program transiates mnemonics into binary code by table lookup.
We have supplied addresses and address bits in octal form, just as in octal
machine language.

To improve our primitive assembly language, it would be convenient if
we could specify the actual 12-bit effective address of each memory-reference
instruction, say

0005 STO 0003

Note that now the assembler must not only translate STO by table lookup,
but it must also compute the correct address bits determined by the addressing
mode (implicit in STO without extra character codes) together with the
effective address. If the desired address cannot be reached by direct
current-page or relative addressing, the assembler will either stop and print
an error message, or {preferably) it will automatically substitute indirect or
two-word addressing (see also Sec. 2-7).

42. Symbolic Assembly Language. Most practical assemblers are sym-
Bolic assemblers, which permit the user to refer (o instruction and operand
addresses in terms of symbels. In a symbelic assembly language, the sample
program segment of Sec. 4-1 might look like Fig. 4-1. Each symbot (a
string of up to 5 or 6 alphanumeric characters) represents a location (symbolic
memory address). The word in the location-tag field (Iabel field) of a line
represents the location of the corresponding instruction or data word.

O

U S

O

10t SYMBOLIC ASSEVIBLY LANGUAGE 42
INPUT 0£05 ; Data
RESLT / Reserved for rasult
START Ltba INPUT + Get data word
KEG / lovert
sTO RESLT * Deposit.resu't
A Va A, e/ - 1 =~
Location-tag fiald Iasiruction Instruction Comment fizld
(label field) coce {if an address :f any)
A - J

—
Instruction or data word (2 fields)

Fig. 4-1, The progzram sezmmant of Sec 41 wniten 1n symbolic assembly language. Notz that
cach line (assembly-language statement) has four fields, all but one of which could be empty
When such statements are 1nped or punched {one to a teletypewnter Line or punched card). the
fields must be separated by spaces, telatypewnriter tabs. or other field delimuiters (colons, slashes.
etc.) so that the assembilzr can recognize the end of each fizld.

Unless the contrary is specified, consecutive lines still represent consecutive
program words. Therefore, if INPUT represents location 2. RESLT mus:
represent location 3. START must represent location 4, and the last two
instruction words must go into locations § and 6, although we omitted
their location tags in Fig. 4-1.

The first pass of a symbolic assembler scans the user’s source program
and creates a symbol table which lists all user symbols defined as location
tags together with their location numbers relative to a starting address.
Symbolic instruction addresses as well as mnemonic instruction codes can
then be translated by table-lookup operations. Taking due account of each
addressing mode used, the assembler still has to compute the address bits
for each memory-reference instruction. Good symbolic assemblers will
automatically introduce indirect or two-word addressing when a symbolic
addressis not within reach of one-word paged or relative addressing(Sec. 2-7).

Multiply defined symbols will stop the assembly process and ‘or produce
an error printout (Fig. 4-3). Some assemblers also indicate an error if a
symbolic address has no location-tag counterpart (undefined symbol). A

PROGRAMMER {oare TpagE \
PROGRAM CHARGE !
LOCATION @[oaenr':w (Y az:%e55 ¢ DICOMMENTS s 9T,
1 o ls o -2 1 r2in
STRT Lba 2oUs LOAD CONSTANT J
—— . A

Nl g

Fig. 4-2. Some peop’e whe o use cod vy forms stmilar to the one shown for assembly-langaage
programming  The oo ums aumsens inaictted op the form are for punched varts In weleq,-
typeweer-preputal programs he daldsare cenmited by tabs wolons shashes ete (Hene !

Information Systen s
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good assembler. though, may automaticaily suppiy each undzined symbolic
address with a corresponding storaze locaton at the end of the program so
that the programmer is relieved of this task. You can see that a good
symbolic assembler 1s a fairly complex sysiem program,

NOTE: Precisely, a represents the assembier «dd:er'rmcd address of
the memory location whoss confents (A) at run time will be the valve of 2
constant 4 orvalues of a variable A,

ISAMPLE
«EXT n / Enternal referencs
ecH 011 A 21 <EQ 11 / Pseudo instructicn
G30 008 R S0C 108 A 100
oot 08T R 20¢ 01C A START  0aD 10
oD 0p2 » 400 01t a STORE Al
0 M3 R 20 005 R LOAD (10} / Literz]
O o a6 R YN WE E START  JumeP i X / Indirect jump
i 906 061 A JEND START
! eee 205 R 00C 010 A
o0 o8 A 0CO oOC6 E ——
f 1 ERROA LINE
/ SYMBOL TABLE
At 00 01t A
ETART 000 001 R
4 630 608 E
—— Ecror (muitiply External symbol Literal —

defined symbel}

Fig. 4-3. Listing produced by a symbolic assembler  The assembler has started at location 0
and has marked each iocation and addiess as absolute 4. relocatable R, or external £ for the
tinking toader (See 4-19)  Words which do not conta:a addresses are marked absolute (their
Iseancns may be relceatable)  An error lute has been found and marked with an rror code by
[T AN

if requested by 2 front-nanel switch setting or typed command, the
assembier will print an sscembly listing 1n an exira pass.  The listing shows
the usor's symbolic source program and the »esulting octal machine code side
by sid:s with some extra annotations (Fig 4-3: see also Szc. 42} The
assembler can alse produce a symbol-table orintout for reference (either in
alpiabetical or numencal order).  Ycou should consuit your mimcomputer

scanval o the maxinum nmber of symbols-and the maximum number of

program iines which can be nandled wiih a grven computer memory.

€3, Svmbolic Expressions and Current-location References.  Since correct
addrassing tequires computations at asszmbly ume in anv case, many

TR
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symbolic assemblers improve programming convenience further oy per-
mutting symbolic expressions in address fields. For exampiz,

83  ADD INTQ ACCUMULATOR SYM ; Adds 0600 173
STQRE ACCURMULALTOR N LEAP-HOP -2/ Address s 06

HOP JUMP TO $vrg - 2 , Addressist,
000 009

SYRT CI0 172
101 20%

LEAP JUMP IF ACCUMULATOR NEGATIVE SYM-—4% / Address is 03

Note carcfully that cach expression involves addresses and not data.
Integers will be interpreted as octa! unless the contrary is stated (Sec. 4-3¢}.
Such more eiaboerate assemblers usually make two passes through the sourcs
program. plus an opiionai histing pass.

Some assemblers aiso admit multiplication and duvision in address expres-
sions, butthese operations may not have the customary precedence. and no
parentheses may be allowed. Thus, A +B°C may be interpreted as
(A +8)°Cc in an address expression; consult your assembler manuai.
Some assemblers also permit bit-by-bit AND, OR, and XOR operations with
symbolic-address words.

NOTE: Numencal vaiues of symbols and expressions are necessarily
fixed at assembly time. The program can only change the conrenrs of
symbolically addressed locations at run time.

As a further convenicnce, it is usually possible to reference the location of
the current instruction, say as . , 5o that
03 LOAD ACCUMULATOR o+3 / Addressiscs
BOUND JUMP IF ACCUMULATOR ZERO o—1 / Addressis¢3

Jymp o+ & — 1/ Addressisa ~

NOTE To establish addresses ike sym - 4 or .- 3 in our examples, we have treated 2ach
SOUrCe-program Instruction as ong word in memory In general two-word nsiricuons
(Sec. 2-T) will count as o locutons  Check vour assemdler manual on this pomnt wrd on e
manrer of counting by te locatons (if am)
&4, Immediate Addressing and Literals, Some municomputers permit
you to specify the operand (rather than the address) of 2 memory-reference
instruction through ummediace addressing (Sec. 2-7e). e.g |

LOAD ACCUMULATQR. IMMEDIATE 010 734

where 010 711, 1s the actual number loaded. nor an address.  Similacly,
LOAD ACCUMULATOR, IMMEDIATE SYMBL - 2 loads the mumerical alue
of the symbolic address SYMBL - 2, not 1ts contents

For computers without truc hardware immeditte addressing. a ssmbol.c
assembler may 1mplement memory-reference operations on literals like
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(010 711) or (SYMBL - 2), which are defined as {oliows:

(010 711) is a symbolic memory location wiich contains 010 711,
(SYMBL -~ 2) is a symbolic memory location which contains the numer-
ical ralue of SYMBL + 2.

The assembler automatically assembles memory locations containing each
literal value at the end of the program (Fig. 4-3). It follows that

LOAD ACCUMULATOR (010 711)

actually loads 010 711.  Note also that

LCAD ACCUMULATOR, INDIRECT VIA (010 71)

produces the same result in the accumulator as
LOAD ACCUMULATOR

&5. Pseudo Imstructions. (a) Introduction. The assembler can perform
still more operations to improve programming convenience. To request
operations to be done at assembly time, we enter psendo instructions into
the source program. To distinguish pseudo instructions from true instruc-
tions (which directly correspond to operations at run time), we will write a
word in each pseudo instruction with a preceding dot (). The remainder
of this section will help you to interpret advertised lists of assembler features.
() Pseudo Instructions for Defining and Redefining Symbols. As we
have seen, one can define a symbol (i.e., give it a numerical value) by using
it as a location tag (label). Another way to define a symbol is through the

pseudo instruction
- DEFINE ADDRESS

010 M1

SYMBL
which assigns symst the value of the current location, just like
SYMBL cee e

As it stands, either statement leaves the contents of SYMBL unspeci-
fied. With computers permitting repeated indirect addressing and/or post-
indexing, however, the .DEFINE ADDRESS pseudo instruction can be used
with indirect or indexed addressing to set the indirect or index bits of the
specified location. For example,

o DEFINE ADDRESS, INDEXED
STORE ACCUMULATOR, INCIRECT

SYMBL
SYMBL

would produce an effective storage address equal to the sum of the contents
of symet and the contents of the index register.
The pseudo instruction (assignment statementd)

SYMLT «EQ SYMALZ - SYRAELS - 1

O

[EPRN

O
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assigns the value of the expression on the nght to sSymaLl .n ths
following program statements. Such assignmznt can be used to define or
redefine a symbo! before or after it is used as a label or addres; Note.
however, that with the usual two-pass assembler :

SYMBLI +EQ 7
SYimigLz +EQ sSYMBL1-2

is legal, but
SYMBL2 «EQ SYMBL1-2
gYMBL1 -EQ 7

will cause an error message (“UNDEFINED SYMBOL™) unless symst1
was defined (as a fabel, by a .DEFINE ADDRESS statement, or by another
assignment statement} earlier in the program.

{c) Pseudo Instructions Defining Data Types. Most minicomputer
assembiers normally interpret integers in source-program addresses,
expressions, or data as single-precision octal integers, so a statement Iike

ALFA 017002

reserves one memory location. Some assemblers can define double-
precision quantities (still in o¢ctal code) by pseudo instructions like
«DOUBLE, sO

N

BETA +DOUBLE 7173514

generates rwo words (in locations BETA and BETA + ).
The pseudo instruction .DECIMAL permits you to enter decimal
integer constants in your source program; thus

GAMMA +DECIMAL 1882

will generate the correct one-word binary number.

Some assemblers will correctly assemble binary floating-point numbers
when .DECIMAL is followed by a real number containing a decimal
point. (Either 10.73 or 0.1073 € + 02 will work.) Other assemblers re-
quire a separate pseudo instruction, such as FLOAT. It is simularly
possible to declare double-precision floating-point data; the assembler
will correctly assign three or more words for each data entry.

Some assemblers also accept hexadecimal integers followma the pseudo
instruction « HEX.

The pseudo instruction .ASCHt followed by aIphanumeru. text (usually .
delimited by quotation marks) causes ASCII characters to be packed into
successive computer words. where they can be accessed. for exampie. by
output routines for printing error messages. {or example. -

O

+ASCHt ‘BOOBCO IN LINE 127
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NOTE In some assomhiors 2 peondo «DECINIAL rerans vald for
subsequent words unvl s re.oied by another dat 2 a2 pseudo mstruction. such as

«GCTAL.
£¢} Pseudo Instructions for Reserving Storage Blocks.
tion like

A pseudo instoye-

SYMBL -8LOCK N

where N is a positive integer, reserves N storage locations. starting with the
facation SYMBL, for data or imstruction words. N can be a symbol or,
i fact, an expression: the block size 15, in any case, given its numerical
value at assembly time. Some assemblers automaticaliy reset all reserved
locations to 0 if their conterts are not specified. Some assemblers can
also reserve blocks ending at a specifed location.

NOTE: Locations reserved {or noninstruction words must be situared
at the beginning of a program. at its end, or immediately following an un-
conditional-jump instruction. Otherwise, the machine might execute a
noninstruction as the program counter advances, with regrettabls results!

{e) Pseudo Instructions for Controlling the Assembly Process. The
pseudo instruction

<ORIGIN (address)

causes the subsequent program to start {or continue) from the specified
address (which can be relocatable. Sec. 4-18).

Every asscmbly-language source program must terminate with the pseudo
ipstruction

oEND (starting address of program)

to tell the assembler that no more program statements foliow. The
assembler may then add extra words for literals and fdr previously undefined
symbolic addresses if it has these features. The siarting address is the
aadress of the first insiriection 10 be executaed and is usually appended to the
«BND pseudo instruction. so that a loadsr program (Sec. 4-19) can insert a
jump to the starung address and s HALT for convenient restarting.
With simpler operating systems, absolute starting addresses are set up with
front-panel switches (Sec. 3-4). ’

NOTE: The psendo sirnction J2Np v 2mfes Ih.: end of assemhly. Program execution
may end with the tirncrion ALY or with 4 jump 0 an execulive program

(f) Geher Pacudo Instructions.  Additional typss of pseudo instructions
gre vsed to ik programs {Secs 4-17 and 14-191 and to define macros (Sec. 4-21)
and coadiuynal assemb!y {Sec. 4-23). Somsz assemblers also have pseudo
instructions to control or format fisiings. but 1t 1s probably more convement
10 do this with front-panct switches or. preferabhy . with kevboard-cxecutive
curmmands (See 3-11L

46, The .prerea” DPseudo Instruction  The paoodo smsiructon (REPEAT 15 4 prograni-
writing comvenriepee The statement

0

R s ol

L AT e T < e i = e

(-

©,

107 BRANCIHNG AND FLOYW ChARTS 4%
where the count m s 2 postive irte z2r and thencrement n s 2 sgned intzz - ~o- . =_12
or zero). causes the immod. vely fotlow ng progrim vord {nstruct'on or vo 2 o io re

repeated o tumes Aith & e 2a. Lim - Dinadded 1o suscessinve words Foreqe—~"..

.FEPEAT 32
000t
SREPEAT 2.9
02

']

ChHcrates

a5

[ ]
Q203
0205
0962
G0t

Note that addresses as well as data can be tncremented.  Some assemblers have mors elaborate
«REPEAT pscido opcrations capable of repeating yrouns of words

INTRODUCTION TO PROGRAMMING

4-7. Program Documentation: Use of Comments. Unless vou intersperse
your program statements with plenty of explanatory comments. not even you
yourself (and surely no one else) will be able to understand yvour program one
month later. This s true for FORTRAN programs and any other programs
as well as for assembly-language programs.

Comments are not restricted to the comments fields of assembly-language
statements; the assembler will recognize any line preceded by / (or
similar delimiters such as; , *, etc.) as a comment line. say

/ THIS 18 A COMMENT LINE

Such comment lines can also be used for program ritles. Comments will
not cause any program words to be assembled. but comments will be
reproduced in the assembier listing for future reference.

4-8. Branching and Flow Charts. Many minicomputers do not hawve
conditional-jump instructions but combine unconditiona! jumps with
conditional skips (which fit better into short iestruction words)-

/‘THE FOLLOWING COMPARISON CF THE CONTENTS OF
!/ LCCATIONS A AND B IS AN EXAMPLE CGF A
/ THREE-WAY DECISION USING CONDITIONAL SKIPS

TEST LOAD ACCUMULATOR &
SUBTRACT iNTO ACCUMULATCR B/ 4 — Anaccumulator
SKIP {F ACCUMULATOR POSITIVE ;oA > B?
SKIP / Wo.testfor { = B
JUMP TO BOs / Yes. branch to POS
SKIP IF ACCUMULATOR ZZRO ;4 =B"
] JUMP TO NEG / No. branch to NEG
ZERQ  (program continues) / Yes. 2o on
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in general. speaific operation-code bits of conditional-skip instructions
correspond to conditions such as <, >. = carry. and overflow. Such
conditions can then be ORed together to form combined conditions such
as < (see also Secs 2-11. 6-1. and 6-5).

Figure 4-4 is a flow chart for our program-branching example. Such
flow charts are helpful when there are many complicated decisions and

TEST L

Compute
A-B

r

Y

No

NO
0 ; NEG

ZERC

Fig. &4, Flow chart for the example of Sec 4-8

especially when there are program loops (Sec. 4-9 and Fig 4-5). A flow
chart is a topological mode! of the actual paths traced through the computer
memory as the program executes nstructions along different branches
The source program ttself, on the other hand, is a one-dimensional rendering
of each path in turn, together with listings of memory locations reserved for
data and addresses (these do not appear on flow charts). It can be
helpful to supplement your flow chart with a memory map listing data-
storage locations.

4-9. Simple Arrays, Loops, and [teration. A one-dimensional array of, say.
1,000 variables 41, 42, ... 41000 will be stored in the computer memory
as an example of a data structure arranged to simplfy access to the data
during common operations witn this type of data  For our one-dimensional
array, we simply reserve 1,000 consecutive memory locations wiih

o DECIMAL
St «BLOCK 1000

or (in octal code)

A oEQ 1750 / Permity Vo

At «BLOCK W/ bechunged ur wssembly
{Sec. 4-5).  You should always check curefully wheer v the starung value
of the array jadex Tip AL s [ = lor [ =3 The 24 freguent source of
€ITOrs. < '

M a2 e e

i09 SIMPEE ARRAYS, LOOPS \\D HILRATION +9

{
TEST”
N=Q?

NO \J;x
LT {

intigiize
COUNT = =N

LOoP

Trancter "
contents cin 1oop
ot Al e gpergtion
vo BI

Increment
COUNT

Increment
PTRA and
PTRS

|Yes
N Exit
Fig. &5a. Flow chart for a simple program loop (Sec 4-9

/THIS ROUTINE MOVES YHE CONTENTS OF Al TO B! FOR 1 =1 TO I = M OR SKIFS
JERTIRE LQOP IF N =0

TEST LOAD ACCUMULATOR MR
SKIP IF ACCUMULATOR POSITIVE / N =6
JUMP TO NN + 1 ! Yes.ext
IRIT INVERT ACCUMULATOR /  No,mtahze loop
STORE ACCUMULATOR IN COUNT 7 Comtains =¥
LOAD ACCUMULATOR (A1} ! Note lireral’
STORE ACCUMULATOR IN PTRA " Pownts to A1
LOAD ACCUMULATOR (8%)
STORE ACCUMULATOR (N PTRB Points to 84
LOOP  LOAD ACCUMULATOR, INDIRECT VIA PTRA 1 This is the actial
STORE ACCUMULATOR INDIRECT VIA  PTRB vop operunon
INCREMENT SKIP IF ZERO COUNT * 7 WVoperatons done?
SKip / No.repeat loop
JumMP TO NN -1 ; Yes, eut
tNCREMENT SKIP IF ZERO PTRA . Pomts to naxt Al
INCREMENT SKIP IF ZERO PTRB ! Ponts to rext 81
JumP TO Loopr
A1 »BLOCK N [/ Good place 1o store -
81 +«BLOCK [ ; Jair feblowy
/ unconditonal jump!
RTRA
TR ‘v
NN ’

Conraims Vv O

'

Fig. 35, A simple loop progoimimed wabour an ndexze :f>
N
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THIS AQUTINE AIOVES TeE COVTENTS QOF A1 TQ BV FOR 1 =1 TO 1 = N, USING INDEX
REGISTER OR SKIPS ENTIRE LCOPIF N =0

TEST LOAD INDEX REGISTER NN
SKIP IF INDEX POSITIVE [ N =07
ume 1o NN -1 ! Yes, e

tCOP  LOAD ACCUMULATOR INDEXED P , Loads {¥tirst
STORE ACCUNIULATOR INDEXED 81-1 / Stores BN firsy
DECREMENT INDEX, SKIP IF ZERO ; Voperations done”
JumMP TO Loor ! No, repeat loop
JUMP TO L1 ! Yes, ex:t

at «BLOCK ] / Good place to

21 «BLOCK % [/ steredata’

NN . / Contains vV = 0

Fig. 4Sc. The same simple loop programmad st/ an index registar

Programs for typical array operations. e.g.. moving the contents of
Af to 8f,or
CI = A + BI =12 ...,N

N
S =3 (4B
=1

require execution of a number of instructions proportional to N. Since
memory capacity is limited, it is not just convenient but quite necessary to
use program loops, which repeat the same instructions with successively
incremented addresses Al, 81, and/or CI: a counring operation will be set up to
advise us when the loop has run N times (Fig. 4-5).

Figure 4-5a shows how a simple loop can be programmed for a primitive
minicomputer withouwt index registers. Some minicomputers (PDP-8
series) would simplify the incrementation of PTRA and PTRB by auteindexing
{Sec. 2-7c); the iSZ instruction would still be needed to incremeni COUNT

ingce it is necessary to sense when NV operations have been compictad. But
&v far more efficient loop operations are possible with an index register.
Figure 455 shows how a sing’e index register is used ro step two data addresses
as well as the loop coun:. Many minicomputers, though, will require
separate instructions for stepping an index reg.ster and testing it for &,

We have stepped the loop index gfrer each actual loop operation. We
cauld do this before the foop operation instead. Note also:

. The loop index (or COUNT. PTRA. and PTRB in Fig. 4-5a) must be
initiakized before the actual loop processing begins.  While assembly-
language statemernts like

COUNT aco 0o

would ntialize the loop before it runs fur ifre first me after assembly,
subsequent runs would not be initralized”

e

Lo O P TR I  EER A T T Y S

)

i SFORE DATA STRUCTLRES 419 A

2. Since 2 loop may be traversed mdany times. i is unecoromical 1o inchide
unnecessary operations in ¢ loop. For instance, in th2 computation

of
Yab, =ad s
i=t =1

the muliplicatior: by « is common to 2il terms and shouid nos be
included in the loop  The same 13. of course. true in FORTRAN or
BASIC programming,

An array may weli contain two-word or multiword items, such as multiple-
precision-or floating-point data. In such situations, index-registar incre-
menting becomes only alittle morecomplicated. Toaccess.say,every fourth
word of an array without index registers, however, is a more cumbersome
{but still straightforward) operation.

Every loop must contai: a test to branch out of the loop when a desirec
condition is met. In our simple example, this condition was the completion
of exactly N elementary operations, but a loop could be determined before N
operations, 2.g., when a sum exceeds a specified value or when an error
becomes small enough.

In fact, the loop technique is in no way restricted to operations with elements
of stored arrays: array elements could be generated by the loop. This is
the case for iterative-approximation operations.

410. More Data Structures. (a) Two-dimensional Arrays. Two-dimen-
sional arrays, like

a1t A12 ... AN
At A2 ... AN
ARAT  AMZ .. AMN

(M x N array), are usually stored in the computer memor: as onz-
dimensional arrays. say by rows, as

At A2,.... A(VIN}

where the single subscript J in AJ is related to the subscripts [ and K of
AIK by

J=(K - 1N+ I=12...,N:K=1.2...... Voo

To access the location AiK of the array element {/K. the computer
will have to add J — 1 to the address a11(startiing address). 1 e .

AIK = A1+ (K — YNV + [ — |
I=12 _..¥NK=1.2.
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Larger digital computers permit computation of such addresses by
double indexing (adding contents of tso index registers), but this .is not
possible with most minicomputers even if two index registgrs are av ail:'able.
Accessing of the individual array elements AIK (as in matrix computatxon§)
will, therefore, be somewhat cumbersome unless postindexing (Sec. 2-7) is
available (as in the Honeywell 316;516 and the Varian Data Systems 620/).

From and to
Etfective address Stack-peirer accumulator
—point address —=i (D) Stack-pointer
e 10 -eoTToN-3|— agdress e (C)
=BOTTOM-2
BOTIOM-2 | @) f""-"“> (8) 8
v BOTTOM| (A)
goTTOM { (A sorom (a1
- ’ (@

/ PTR CONTAINS BOTTOM -2 . .
DECREMENT. SKIP IF ZERO PTR ; Push

STORE ACCUMULATOR, INDIRECT VIA  PTR operation
. I3 uP »"”
LOAD ACCUMULATQR, INDIRECT VIA PTR / “Pop
INCREMENT SKIP IF ZERO PTR /  operation
5}

/ \NDEX REGISTER CONTAINS -2 —
DECREMENT INDEX REGISTER [ “Push”
STORE ACCUMULATOR. INDEXED soTtom /  operation

soTrosm [/ “Pop”
operation

LOAD ACCUMULATOR. INDEXED
IMCREMIEENT INDEX REGISTER /

(c}

Fig. 4-6. Push and pop operations in a simple (one word per :tzm) pushdown stack® memory
map(a) and programmirg withoutan index register {b) and with an index register (¢). Addresses
increase toward the bottom of the stack 1n this example; the contrary could be true.

ated in the index register by successive

In that case, (K — 1)V can be gen ogis
iil appear in an indirectly addressed

additions of N, while 411 + 7 — 1w
mernory location which i incremented to advance [.

NOTE: As with one-dimensicnal arrays, you should make sure that row
and column subscripte of given array s really start with 1 and not with 0.

(b) Stacks (Pushdown Lists). A practically important class of data
structuces are stacks. i.e.. arrays permitting words or subarrays (items) to
be adjoined, removed. or accessed from the top of the stack.on a last-in-
first-out basis. Such stacks are also known as pushdown lists or L.EFO
(last-in—first-out) lists. ~ Stacks are especially usefu} for orderly intermediate-
result storage and for warious systems-programming applicat:ons (Fig. 4.6.
see also Secs/. 4-16. 6-%. and 6-10;

4
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{c) Other Data Structures (see Refs. 1 to 4). Structures of mulugle
(and possibly vanable-length) subarrays which can be creared and deferea
in the course of computation arz often organized as various ty pes of tlinked)
lists, rather than as multidimensional arrays. which might wastz permanzntly
assigned storage space. A (linked) list or chain is an ordered set of word
arrays (items), each comprising a pointer to the next item n the list or 10 a
directory array of item starting addresses. Individual item arrays can be
located wherever memory space is available. One usually keeps a separaie
list of available space; an item is deleted from this available-space list
whenever an item is added to another list, and vice versa.

List structures are used to store and access program hnes (character stnngst in editing
programs, catalog and inventory items, bibhiographical refersnces. graphic-d >piay stems
(Sec. 7-11), and rows or columns of sparse matrices (1 ¢ . matrices with many 0 elements—ths
would make simple two-dimensional-array storage uneconomical)  Listirems can aisoconta a
backward pointers to preceding items, pointers to subitems and’or counters indicating sizes of
item arrays. Refereace 4 15 a good introduction to your study of list processing, wiich nas
opened up many interesting new programming technques.

4-11. Miscelizaneous Programming Techniques. (a) Table-lookup Gpera-
dons. Section 4-8 itfustrates a tripfe branch implemented with condiionst
skip-jump instructions. When a decision has more than a few possibie
outcomes, though, it may be best to store the jump-destination addresses
in an array (iable) addressed in the manner of Sec. 4-9  The result of each
decision will correspond to the value of an array index I placed v an index
register or address pointer 1o access an address in the array.  If the decision
depends on more than one factor. we can use a multidimensional-table array
with an index computation like the one in Sec. 4-10a.

Such table-lookup operations are, of course, precisely those neaded o
look up values of tabulated numericai functions. To reduce the size of the
function table needed to compute a conunuously differentiable funcuoa
with suitable accuracy, we can combine table lookup and interpclation

Figure 4-7 1llustrates a hugh-speed method for fixed-point iable-lookup;
interpolaiion approximation of a function Y = F(X) n the form

X -X
Xi+l “X.

where scaled function values Y, = F(X,) are tabulated for 2¥ =" 1 umiformly
spaced breakpoint abscissas

X, =2"% -1 i=0,1,2,...,2"

between X, = —1 and X,v = 1 (Fig. 4-7a). The program of Fig. 4-75

Y=Y, - 1) + Y (4-3)

begins with the n-bit 2s-complement fraction o

X=X +(X-X)

O

(4-4) <

o
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Y r
J Ya
- &)
! |
V2 ! !
| |
!
! i
i |
i § i {
! { v {
| ¥ :
| s ! i ! |
! '
Yo 1 ! ‘ l ! i
| z I 1 ! i
3 I i ‘ i
! ’ H ! ! 1
i i ‘ ! l i ! [
)Xo e | Xy 1X3 1 Xa [Xg ' Xg 1%, | Xs y
1 _34 -2 -1/a Y 174 12 3/4 1
{a)
LOAD ACCUMULATOR 2 X .
ADD INTO ACCLMULATOR 2 100 0c0) / Complement sign
/  (for 16 bits)
CLEAR ACCUMULATOR 1 AND CARRY FLAG
SKIFT ACCUMULATORS ' AND 2 LEFY N BITS
PAOVE ACCUMULATOR 1 TO INDEX REGISTER / Thisast
SHIFT ACCUMULATOR 2 PIGHT / Thnswpl;oduces
p -
STORE ACCUMULATOR 2 IN TEMPY XY - X)
X-X
o=
Xl'l - Xn
CLEAR ACCUMULATOR 1 '
SUGTRACT INTO ACCUMULATOR 1 INDEXED VO ! Produces —Y,
STORE ACCUMULATOR 1 iN TEMP2 /  and stores it
INGREMENT INDEX REGISTER
&CD INTO ACCUMULATOR 1. INDEXED Yo / Produces ¥,,, - Y,
MULTIPLY ACCUMULATOR ¢ 8Y TEMPY
eRIFT ACCUMULATORS 1 AND 2 LEFT t 8IT / Because of {ractions
SUHBTRACT INTO ACCUMULATOR 1 TEMP2
STORE ACCUMULATOR 1 If¢ Y
!/ YO IS FUNCTION-TAELE ORIGIN
/ AGCUMULATOR 2 1S LESS SIGNIFICANT ACCUMULATOR
(b
Fie,. &7. Table-lookupirterpelanon aporovmation of a funcuon Y = F(YY with 2V equal

brzskpoint intervals {Sec 3-114).

Blgn ! (N ~ 1} bus

L (- .\)bntsl|

S
represents Y

= 3

feote that the nght-hand {n — V) buts

represznts X — X,

represent the nonnegative difference

X — X, nceded for mterpolation. we shift them wto a second accumulator

o e g

et am e e

1s

O
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{accumulator extension, MQ register, Se¢. 2-10) and save them for multiphi-
Y

cation.

The sign bit of X, 1s complemented to form the breakpomt index

which is added to the table ongin YO (locauion of ¥y} to produce a ponter to
Y. The entire operation requires under 40 memory cycles (typically less
than 40 usec) and can be generalized for nonuniform breakpoint spacing
and functions of two or more variabies (Raf 10).

{b) Program Swiiches.

A program switch stores the result of a binary or

multiple branching decision to implement the actual branching Jaier on 1n
another part or parts of the program. An example is precomputation and
storage of decisions for use inside loops (Ref. 3) to free the latter of repeated
decision making. The decision result can be stored in a memory location,
in a processor flag (if it is not otherwise in use), or, if possible, in an index

register.

EXAMPLE.

LGAD ACCUMULATOA

ADD INTO ACCUMULAYOR

ADD iNTO ACCUMULATOR

SUBTRACT

CLEAR INDEX REGISTER

SKIP IF ACCUMULATOR NOT POSITIVE
INCREMENT INDEX REGISTER

SRIP IF ACCUMULATOS NOT ZERO
INCREMENT INDEX REGISTER

“gRE

/ Positive

; Positive or zero

The index register now reads 0. 1. or 2 At - A2 - A3 - 8 was negative, zero. or positive,

respectively.

The desired three-way branch can be obtained now or later with

JURP. INDEXED, INDIRECT ViA PTR

The program will jump via PTR. PTR -1 Or PTR - 2.

(c¢) Mliscellaneous Examples.

The program segments of Fig. 4-8 illustrate

useful programming techniques possible with typical minicomputer tnstruc-
tion sets (see also Chap 6).

LCAD ACCURIULATOR A
SHIFT LEFT, UNSIGNED

STORE ACCUMULATOR IN TEMAP
LCAD ACCUMULAC(DH B
SHIFT LEFT UNSIGKNED

CLEAR CARR®Y FLAG

AGD INTG AZCUMULATOR TEMP
LOAD ACCUMULATOR A
ADD INTO ACCUMULATGOR 8
SKIP ON CARRY FLAG CLEAR
JUMP TO

OFLO / Overflow-error rout'ne

STORE ACCUMULATCR IN c

Fig. 482 Overfliow check for 2s-complement addiron 11 - 8 = ¢ on 1 muchine having 4

carry fiag but no true overflow Haz

Carries from the most significant it and from the sign i

are both gllowed o comiplement the carry fiog in turn. so that they are effecusely XORd

{ee also Sees 1-9a and 2-100)
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CLEAR CARRY FLAG

LOAD ACCUMULATOR Az

ADD INTO ACCUMULATOR 82

STORE ACCUMULATOR IN A2

LOAD ACCUMULATOR a1

SKIP IF NO CARRY / Used instead of )
INCREMENT ACCUMULATOR /  ADD CARAY instruction
ADD INTO ACCUMULATOR 21

STORE ACCUMULATOR IN al

Fig. 4-85. Double-precision addinon on a mincomprisr without DOUSLE ADD Of ADD CARRY
instructuions. A double-precision number 1s added from 81 82:1nto A1, A2.  Atand B1 hold signs
and most significant bits. No overflow check is included.

/ QONE-ACCUMULATOR MACHINE
/ MEEDS 12 CYCLES

/ TWO-ACCUMULATOR MACHINE
/ MEEDS 8 CYCLES

LOAD ACCUMULATOR A LCAD ACCUMULATOR 1 A
STORE ACCUMULATOR IN TEMP LOAD ACCUMULATOR 2 B
LOAD ACCUMULATOR 3 - STOR. ACCUMULATOR 1IN B
STCURE ACCUMULATZR IN A A
L0AT ATCUMALLATIR TEM?

ST3RE ACCUMUIZATGR N 3

STORE ACCUMULATOR 2 IN

Fig 3-8, Btuiiaple acou > n s2ve hme-consumiag mamory refzrences by serving
23 sockly accessihlz temporary-storage locations.  As aa example, the Data General NOVA/
SUPERNOVA manusl comparss roulines for interchanging the contents of two memory
Tocations A & {g g.. in sOrting 0peraions)

LOAD ACCUMULATCR IMMESIATE Re [/ Load mask

AND JNTO ACCUMIULATAR ¥ ;. Mosk 9 low-order bats
STOAE ACCUMULATOR {4 TENP / Save resnit

LIAD ACCLIAULATER X

SHEFT RIGHT § 878, UNL SUED J Shaft right

ADD INTO Accu’AL.men. e/ Combine with ¥

(Stor= 1 2,71y, or outout and displa. pacled aard)

Fig. 4-8d. This routine truncates two {%-b.¢ aumbers X, Yo 9 fats 2ad gacks the trencated
words into one 18-bit word for 2 cathode-ray-tube dispias (Sec. T-9) ¥ s truacaied by masking,
and X s truncated by shifig.

©
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SUBROUTINES AND CALLING SEQUENCES

4-12. Introduction: Subroutines withoui Direct Dzta Transfer. In many
applications, a reasonab!y involved program section is used over and over
again in the course of a computation. We may then save a great deal of
memory if we store such a subroutine only once, jJump to its tagged starting
focation whenever the subroutine Is needed. and make a return jump to the
callingprogram when the subroutine 1s finished.  Besidessaving memory, the
use of subroutines can give our programs & more easily understood “moduiar™
structure, but subrouiines will #o¢ save time compared to straizht-line
programming. They will {at the least) add extra jump instructions as
“overhead™ and can provide excellent chances for making programmung
errors, especially when subroutines must call one another.

The simplest subroutines do nor process data passed to them dxrehth by
the various subroutine-calling sections of the maimn program. A zo0d
example is a subroutine which, at several points of a data-processing
program, transfers the words of the same buﬂ'gr area 1n memory ic a i,z
printer, perhaps doin ing some reformaiting and checking on the wav. -This
can be a rather long subroutine {100 or more instructions, ses also Sec S-273,
It will be a real relief to store it only osnce in memory and to have 1o w
1t only once in our program. Caliling this particular subroutine is sim
for the calling program noe"v not tell the subroutine what datz ¢ t-oc
the subroutine always operatss on the same buriar.

When we jump ‘o the bubroutme_ we must sare the returr address Sor oo
later return to the calling program Most mimnicomputers e this with tias
instruction

JUMP AND SAVE {effective address)

which will store the correct return address {incremented program-counter
contents) at the effective address, say SUBR, which precedes that of the
first subroutine instruction.

After our subroutine is fimished. an indirect jump via the lccation
SuU8R (where the return address is stored) will return us to the calling
program (Fig. 4-9).

Tbe i'lStI‘UCi:OI‘! JUMP AND SAVE can also b2 used with indirect
addressing

b

NOTE Contents of processor reaisters {accumulators, inde< registers pracessar flags page
cegiter. mnierrupt mask) nezded Tater by the calling program mas have 10 b ddved in memors
beices we ¢!l a subroutine whoeh uses thesz reginters.  In some computers the Jusi? anND
Save instruction sutomatically saves processor flugs and the page register in an eutra luconon
following the return address.

4-13. Argument and Result Transfer through Processor Registers. Many «
subroutines will process arguments (parameters) passed to them by each
program section which cails the subroutine.  Arguments canbe data words

O
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011 ylant matries 2= Mool Rz NromaT

012 JUMP AMND SAVE suag
——013 (call'ny program continues

’ -
l .

suar (013 w:!' be storcd here for oy subreuune call) ' jumo address —
{body of subroutt 12

JUMP INDIRECT ViA SUBR

,

. feturn jump

Fig. 9. Simple subroutine call and return  No spscial provisions ars made to transfer
arguments or results.

buat may also be symbolic addresses. Subroutines will also have to return
resvits to calling programs. Quite often, only one argument and/or rgsult
or only a few arguments and/or results must be passed. as in a function-
generating subroutine (e.g., square root, table-lookup function). Note that
while the code for the subroutine remains the same for each call. argument(s)
and/or resuit(s) will differ. A simple way to pass one data word is to place
it into an accumulator or index register during the subroutine fump or return
jump; several words can be passed if several registers are available.

o1 (last instruction of calling program)
012 JUMP AND SAVE SUBR
X (X stered in 013 by calling program)

v (Y stored ini 014 by calling program} subroutine
a {A will be stored m o615 by subroutine) { calling
8 (B w:li be stored 1n 015 by subroutine) } sequence

~—s 07 (callsng program continues)
sUBR (013 will be intialiy stored here for this call) ; jump address +—-

tsubroutine storts}
LOAD ACCURULATOR INDIREST VIA suBa ' trznsfer X
{subroutine continucs)
IMCREMENT MEMORY SKiP IF ZERG SUBR )
LOAD ACCUMULATOR INDIREST ViA susm transfer Y
{subroutine contimues, placas .4 1n accumulator)
INCREMENT MEMORY SKI? IF ERO SUZR
STORE ACCUMULATQR, INDIRECT VIA suar  return 4
{subrouline continues, places B n accumulator)
INCREMENT SAESMORY SKIP IF ZEKO SUBR
STORE ACCUMULATOR, INDIRECT VIA sugr rcturn 8
{subroutine encdsi
INCREMFENT MERIORY SKIP IF ZERO sugn

— JURP INDIRECT VIA SUBR  return jump

> 4 ~d »
Fig &10¢. A cathing-seguence mcthod for passnz (vo 1rgu'lh.:'1',~ ¥, Z e ruurnxng‘l\w?
resufts 1, B A computer nermiung automnerem:n oo or pastinde« ne of *h2 indirect-address
pointer suer would make the program stmpler and faster

22
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4-14.  Argument and Result Transfer through a Calling Sequence. Use of
an Index Regivter.  Quiie often. we must pass more subroutine argumenis
and/or results than we have processor registers. or our registers are oiherwise
cccupied. In such cases. we can employ a subroutine calling scaquence.
in Fig. 4-10q, the calling program resertes locations for tha argumanis, say
X, ¥, and for the results. say A, B. immed:ately following the subroutine
jump. The subroutine can then access X. Y. 4, and B :n turn by indirec
addressing and successive incrementation of the jump address SUBR.
The last incrementation produces the correct return address.

A few minicomputers can avoid the repeated 1SZ instruct:ons in Fig
4-10a by postindexing the indirect address or by supplying an auvtoincrement
addressing mode, which incrzments indirectly addressed memory locations
when a special operation-code bit is set (Secs. 2-7 and 6-7c) Other mini-
computers use an index register to store the return address (or the first calling-
sequence address) through the instruction JUMP AND SAVE IN INDEX
{Secs. 2-11b and 6-10). In this case, we can access the subrout:ne arguments
and transfer results more rapidly through indexed addressing. It also
becomes much easier to deal with arguments and results 17 random order
rather than stnctly consecutively (Fig. 4-108).

«QCTAL
o1t (last instruction of calling program!
012 JUMP AND SAVE IN INDEX  SUBR

=13  JUMP TO -5 / Jump around argu-
/ ments and resulis -
018 «DEFINE ADDRESS X
o1s «DEFINE ADDRESS 4
o6 +DEFINE ADDRESS A
a7 «DEFINE ADDRESS 8
020 (calling prog. ‘mcontt "'- —— -~ .= . -

SUBR {subroutine starts) / Jump address —
LOAD ACCUMULATOR INDEXED v ¢ Transfer X
(subroutine continues)

LOAD ACCUMULATOR INDEXED 2 / Teansfer ¥
(subroutine continues places {1 accumulator)

STORE ACCUMULATCR INDEXED 3 ./ Return 4
{subrout'nz « ontinues. places B 1o accumuiator)

STORE ACCLMULATCS INDEXED & ¢ Return 8
(subroutine ends}

JUMP, INDEXED ¢ / Return jump

Fig. 4-i0b. Subroutne and caling sequenice by my the JUMP AND SAVE IN INDEX
tnstruction.  Note that arguments ard results could B¢ Just 2y cash accessed 1n any other
arder  The retum jump way muade to location 613 ¢ mimeduately following the surbroutine
Jump) with an c<tra jump around the colling seoueace dterrs  Thrs s 2 convention expected of
subtoutines called by system programs m ~om2 computer systems  Otherw.se 4 return jurp
through JuMP INDEXED 5 wouid he simiseer and faster
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,ete. Top of stack
Return address (1o routine 2 (lowest address)
Locations for sa.irq processor regisrers

{at the tume of 3d ,ump)
Temporar) -storege locanons for routin
Return address (1o row a2 1)
Locations for sar.mJ processor registers
(at the time of 2d jump)
Temporary-storage locarions for routne 1
Return address (1o main program)
Locations for sauirg processor registers

BOTTOM (at the time of 1st yjump)

(a)
! IMTERRUPT 08 SUBROUTINE JUMP STORES RETURN ADDRESS
f AT LOCATION ADDOR THEN GOES TO INSTRUCTION AT START
/ INDEX REGISTER IS INITIALLY RESET TO ZERO AFTER EACH INTER-
/ RUPT, INTERRUPT SYSTEM 1S AUTOMATICALLY DISABLED UNTIL TURNED ON

DECREMENT INDEX REGISTER
STORE ACCUMULATOR INDEXED B0TTOM / Push-save accu-
(save other registers on stack as needed) / mulator contents
LOAD ACCUMULATOR INDIRECT VIA ADDR / Get return address
DECREMENT INDEX REGISTER / and push it
STORE ACCUMULATOR INDEXED BOTTOM /  onto stack
(routine continues: interrupt can be turned
on if 1t was disabled)

DECREMENT !NDEX REGISTER

START

/ Push a tempo-

STORE ACCUMULATOR INDEXED - BOTTOM / rary-storage 1tem
(routine continues)
- LOAD ACCUMULATOR INDEXED BOTTOM / Pop a temporary-

INCREMENT INDEX REGISTER / storage item from
/ stack

(routine continues)
L0AD ACCUMULATOR. INDEXED BOTTOM |/ Pop return
{NCREMENT INDEX REGISTER /| address
STORE ACCUMULATOR RADDR | And set pointer
LOAD ACCUMULATOR, INDEXED goTTOM | Pop to restore
INCREMENT $NDEK REGISTER /  accumulator
JUMP INDIRECT VIA RADDR / Return jump

(&

Fig. 4i1. A pushdown stack ‘or saving retuin addresses. processor-register contents, and
temporary-sterage liems for resntrant nestad subroutines and/cr interrupt-service routuf:as
(g) and typical programmunz (A An iadex register s used 1o produce the effective stack-
pointer adidrets but an ind.mzce-address puineer Cud be used 1f no mdex register 1y free (see
A few m.r oomouters have spectal stach-pomter registers which are auto-

also Thig 4-6) ,
d rramonizd wEEn AN NT2IUDI-SETS 10 TOULNe L1ATTs OF 18 Contpleted

maticaily Jecremented av
N, -~

{see also Sce 6-10) N7
not get stored vefo e the noxe.r

~vme reisf2Cocontents and or trmporar: -Siorage 1Hems mas

srrupl OCCdls

4.15. Subroutines Caliing Other Subroutines,  If, as is frequently the case,
a subroutine ca'ls a~other subroutine (nesting of subreutines), then the

following poiuts ma; ~wiiire atiention”

1. If the comput :r torss subroutine return addrssses and/or conrputer
status wo@:n special registers {e g, an ndex register) or in fixed

O

o
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memory locations, thea their contents must be saved prior to the
subroutine cali It will be necessary to establish an orderly procedure
for saving and restonng th2se items with each new subroutine call

2. Aspecral problem arisesif a subroutine calls 1tseif{zccu’fs‘i\\e subroutae
call, Ref, 3). -

4-16. Interrupi-service Routines and Reentrant Subroutines. An interrupt-service routinz s a
subrouting called into action by 2 signal {sntet rupt request) from cutside the compuier or hecause
of an alarm condition in the cowputer ipow 2r-s:pplt falure, violation of memory urotzct onj
rather than by a computer-program cali  Interrupt-sistem hardware and programming wiil
be discussed (n some detailin Chap 3. but 1t will be useful to see right here how interrupt-service
programming differs from ordinary subrouune program miing

The essential poutt 1s this We Arow where in our program a subroutine will bz called and we
can prepare data, save registers, etc , beforehand  But we do nor in general know where an
interrupt reguest will cause our program tc jump to an interrupt-service routine {at best we
<an suppress mterrupts during critical program phases. Chap 5)  Hence nterrupt-serce
routines cannot employ calling sequences and they must do any saving and restoring of return
addresses, register contents. and status words themseises without any help from the muain
program

A special program anses when a subroutine (say a library routine for computi.gz 5z square
root) 1s interrupted, and the interrupt-service program calls the same subroutine  The triqinal
subroutine call may cause ifitermediate-result storage 1n temporary-storage lecatuns, say
TemP1 and TEmp2 Unless special precautions are taken, intermediate rosuits foom the
second subroutine call can overwrire TEMPY and TEMP2 so that the program w.!l fa.l upon
return from interrupt  The lthrary subroutines of most FORTR AN s1siems Tl o rhes aoas

Subroutines designed to work properl\« when thev are ‘nterrupted and recalled o irtarru; ¢
service are called reentrant  Since “real-time™ computations involving many ‘2ferrupi-cr-<a
program Segmerts are yrporid Gl mimcomputer applicalions. reentrant pro_tarnuny w o'
desirable A good way to obtmin recntrant subroutinas as well as assured sivng of recim
addresses, register contents, etc . 1s to store all temporary-storage and saved iiems 10 2 sTack
(Sec 4-10b), a stack pointer 1> advanced and retracted os the subroutine i called ard complet
(Fig 4-11, see also Secs 5-16 and 56-10y

At

RELOCATION AND THE LINKING LOADER

4-17. Problem Statement (see also Sec 3-6) Minicomputers loading
mainly single special-purpose programs or interpretet programs (such as
BASIC, Sec. 3-8) wiil not require program relocation. For gzneral-purpcse
computation, though, one wi!l want 1o combine different proyram segmenis
and librar) subroutines, so it must be possible to refocate progrums anywhere
in the computer memory, Program segments will, moreover, want to call
other program segments as subroutines. and it will be necessary to pass
arguments and results berween programs This requires fr’chnn.tucs for
program linkage, i ¢ . for assoctating the proper relocated addresses with
symbolic names of external references. Programming systems permutting
relocation and hnkage will require. -

t. An assembler (or compiler) specifically designed to permit relocation
and hinkage ,

2. A relccating/linking loader program., which supplies the correct
addresses and cross refeiences at load time @

o
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4-18. Relocation. An assembler (or compiler) designad to produce
relocatable code creates a preliminary version of the object program, with
addresses and program-counter readings normally referred to location 0
as a ficutious origin. The assembler {or compiler) will. moreover, mark
eévery wérd, addrass. und symbol to bé relocited with d relocation bit, byte,
or word so that the loader will know which words and addresses to modify.
These words and addresses usually appear marked with an R in the assembler
bsting (Fig. 4-3} and include:

1. Most of the normal instruction and data words of the program, with the
exception of special pownters on page 0

2. Symbolic and numencal addresses in the program, again with the
exception of special references to page 0

The nonrelocatable addresses are known as absolute addresses {see also
Fig. 43).

The rélocating/linking loader will complete the assembly (or compilation)
process to produce the actual executable object program. The loader
determines the true relative origin (relocation base) for each program segment,
normally the first free location following the instructions and data of a
preceding program. This relocation base is then added to each address
marked as relocatable by the assembler.

Special problems may anse with the relocation of cddresses specified as symbolrc expresstons
(Sec. 4-3). While an expression hke A + 2 will be relocated correctly if we simply add the
relocation base to A, A - 8 - 2 will cause trouble If ot/ a and 8 are relocatable addresses: the
assembler may mark the hine contamning A - B -3 as a “possible relocatton error ™ The
expression A - 8, on the other hand, defines an ahsolute address if both A and B are
relocatable.

Note alzo that minicomputers maxing extensive use of relutice addressing (Sec. 2-7) wiil
requrre fewer computations 1n the relocation process

4-1%. Linking Cxternal References. Assemblers intended for use with a
linking loader usuallv require the user ro list all external references (and fre-
quently all symbols to be used as external references by other program
segments) somewhere in the program, thus,

o EXT A1, ARG, SYWiB

Note that these “global™ symbols must be uniguely defined. while symbols
not used as externzi referf’nc"s can be used with different meanings in
dificrent program segments %ithout causing any irouble.

A typical linki ing loader for a minicomputer operates much like another
assembler It creates a loader symbol table which includes the global
symbols identified 1n each program segment. and then supplies the correct
addresses after the relocation base for cach program has been established
The oader symbol tabie 1s then used much hke an assembier symbol table
for the ioader’s “reassembly™ job

O
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When a hinking loader 1s given a library tape contan. . * a set of ut] .
programs (such as arithmet:c or mnput/outrput routines). 1t will usuaily {o s
only those routinzs which are actually requested by other programs.

4-206. Combination of Assembly-language Programs and FORTRAN Pro-
grams. Combinatio s of assembly- hnouag: and FORTRAN program
segments are of substantial practical importance because:

{. FORTRAN READ, WRITE, and FORMAT statements are often the
most convenicnt way to call the complicated formatting and I,0
routines required to deal with numerical data on standard peripherals
such as card readers and line printers. This is true even for mun:-
computers with relatively convenient input/output macros (see also
Secs. 5-27 to 5-32).

2. Frequently used or special-purpose program segments may be written
in assernbly language for efficient execution and called as subroutines
or functions by FORTRAN programs. Again, inputjoutput routines,
this time for nonstandard peripherals, are good examples.

In general, the FORTRAN compiler for 2 given minicomputer will
expand a call to an assembly-language subroutine, say

CALL SUBR (LK)
into code corresponding to a standardized assembly-language calling

sequence specified in the computer reference manual, e.g..

<EXT SUBR / External reference

JUMP AND SAVE INDIRECT ViA SUBR / Subroutine jump

JUMP e+ 3 / Jump around arguments
/ after return

+DEFINE ADDRESS §

-DEFINE ADDRESS 4

and the assembiy-language subroutine must access t and K accordingly
(Sec.4-14). The FORTRAN compiler will expect a simular calling sequence
when an assembly-language program calls a FORTRAN subroutine
SUBR (LK). Refer ¢ your mimcomputer manuai for the specific con-
ventions used to acce:s floating-point or double: recision data.

. MACROS AND CONDITIONAL ASSEMBLY

4:21. Macros. (a) Macre Definitions and Macre Calls. A miacroassem-
hler allows the user to define an entire seq aence of assemblv-language
statements as a macro instruction (macroj called oy a symbolic name  Each




421 PROGRAMMING WITH ASSEMBLERS AND MACROASSFMBLERS 124
macro 1> created by a macro defininon, e.g.,

«MACRO suMm ZXY
LOAD ACCUMULATOR X
ADD INTO ACCUMULATOR
STORE ACCUMULATOR IN p 4
<ENDMACRO

<

The pseudo-instruction words .MACRO and .ENDMACRO delimit the
macro definition; SUM is the macro name, and z, X, Y are dummy argu-
ments. Once the macro 1s defined (which could be anywhere 1n a program),
the user can employ a one-line macro call to generate the entire code
sequence with new arguments as often as desired. Thus, the user-program
sequence

START SUM A.A1,A2
SUM B,B1,B2

will produce code (and, 1f desired, a listing) corresponding to —_

START LOAD ACCUMULATOR Al Expansion
ADD INTO ACCUMULATOR A2 of
STORE ACCUMULATOR IN A SUM A.A1,A2
LCAD ACCUMULATOR B1 Expansion
ADD INTO ACCUMULATOR B2 of
STORE ACCUMULATOR IN ] SUM B,B1,82

Note that the label START was not part of the macro-call expansion.

A macro may or may not have arguments. Arguments can be symbols,
expressions, numbzrs, or literal constants and can appear as location tags
as well as addresses. The better macroassemblers permit cails to other
macros within a macro definition (see Sec. 4-22b for an example).

Calls to the sawe macro {recursive macro calls) fead to complications but can produce
interesting progras: sequences when usad 1n conjuncticn with conditional assembly (Sec 4-23,
see also Ref 9L

.

Bewsare of unintentionally using symbols other than arguments 1n macro
definitions; they will stay the same in different macro-call expansions and
may cause overwriting. Thus. if a sequence ke

TesT SKiP IF ACCUMULATOR POSITIVE

JUMP TO ACT
JUMP TO ACT -2
ACT INVERY ACCUMULATOR

O

i2
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w

appears 1n a macro definition. it should he replaced with

SKiIP IF ACCUMULATOR POSITIVE

JUMP TO or2
JUMP TO ar3
INVERT ACCUMULATOR
Some macroassemblers have the facility of automatically “crectin.”™ new

symbolic fabels in such situations when the macro 1s called more than once,
but the necessary procedures rather complicate programming

(b) Importance of Macros. Macros are not simply a programming
convenience or shorthand notation: their power in enlarging the scope of
assembly-language programming can hardly be overemphasized. A macro-
assembler permits you to create and use entire classes of new computer
operations, which can simplifi programming and/or help with applications-
related modeling.

{c) Macros and Subroutines. As we saw in Sec. 4-14. functional program
modules can also be called as subroutines, with arguments and resuits n
appropnate calling sequences. It ts important to distinguish between
subroutines and macros. Each macro call will generate new in-line code
so that long macros will not save memory like long subroutines. Short
macros can be more economical than short subroutines because of the
overhead associated with subroutine jumps. calling sequence, and daia
transfers; in any case, macros will execute more qu:ckly.

Macro calls with multiple arguments are more ‘“natural” for most
programmers than subroutine calling sequences. Hence 1t is convenient
to define the complete data-transfer and caliing sequences of frequently use?
subroutines as subroutine—calling macros. This technique is wosed, m
particular, to define svsiem macros calling input/ousput subroutings (Sec 5-313.

4-22. Two Interesting Applications. (a) Computer Emuiation. To emu-
late the operation {instruction set) of a different digital computer o an
existing “‘host” computer, we can write a macro for each computer instruction
to be simulated. If we can take care of input/output. our “host” computer
should then be able to run any assembly-language program written for the
emulated “target’” computer

EXAMPLE Emulauon of indexed addition on a single-accumulitor muicomputer The
memory location INDEX sumulates a single index register in the “target” compuser

« MACRO ADODX A

-,

STORE ACCUMULATOR IN sAvAC  Save accumulator ¢
LOAD ACCUMULATOR (A Compute

ADD INTO ACCUMNULATOR INDEX mndexed

STORE ACCUMULATOR [N ADDR '/ address

LOAD ACCUMULATOR SAVAC  Restore accumulator
S00 IND'RECT WA appR |, Perform adaiton
JENOMACRO

O
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Note that m ths examp’s the temporary-storage syribols savac ard AooR will rot cause
trouble in later macro calls

See also Sec. 6-13 for other computer-emulation techniques (micro-
programming).

) Writing Simple Procedural Languages. Macros make it possible to
write application programs solelv in terms of cperations directly related te
the user’s application. Once the macros have been written (perhaps by a
proiessional programmer), the lucky user will be able to write his application
programs using only a few simple rules (syntax) without knowing any assembly

lrputs
at Cutput
i utpu
I MULT 3
BETA
A RESLT
~(053) SUM NULT sum  |RESt
Zfoss ) c
ALFA

Fig. 4-12. A block diagram producing
RESLT = AI(BETA - 0.53) + ALFA

language at all. As a gernerally applicable example, we shall develop a
block-diagram language suitable for doing any sort of arithmetic and/or
function generation with fixed-point numbers {integers and scaled fractions.
Sec. 1-8). The user need not know assembly language; the biock-diagram
language will actually be a simple substitute for a compiler language and
will generate remarkably efficient code.

Scaled-fraction inpurs X1, X2. . .and cuwputs Y1, Y2, .. . will be referred
to as symbolic locations, whose contents car be accessed by input/output
routines {which can also be called in macro form) as needed. We now
cefine a set of macros for algebraic-operation blecks (Table 4-1), plus extra
biacks for function generation (sine, cosine. table-lookup functions) if we
need them. We can now combine such blocks to compute any reasonable
scaled expression, say

RESLT = 4!*BETA — 0.53) + ALFA

in terms of a corresponding hlock diagram. much like an analog-computet
block diagram (Fig 4-12)  We cuan then write an assembly-language
routineg producing the desired expression by simply hsting the block mucros

,tr ———

Q
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. .
TABLE 41.  Macres for a Simple Black-diagram Language (Sec 4-224)
Extra blocks, such as funcrion-zzneraies blacks 1vme, cosire, tabictookup funciions) -
can be added at will X, ¥, and Z are scaled fact 0ons '

«MACRO SUM Z X, v =X+ Y

LOAD ACCUMULATGA X

CLEAR OVERFLOW FLAC

ADD INYO ACCUMULLTOY ¥

OTEST z { Overflow-test macro, see below

STORE ACCUMULATQOR (N 2z

+ENDMACRG

«MACRO  NEGATE zZ.X /1 Z=-X

LOAD ACCUMULATGR X

INVERT ACCUMULATOR

STORE ACCUMULATOR I z

«ENDBMACRO

MA
«MACRO SCALE 2z X. M ;] Z=2YX,where M 152 positive integer

LOAD ACCUMULATOR X
CLEAR QVERFLOW FLAG
LOKG SIGNED SHiFT LEFT M BITS

OTEST z
STORE ACCUMULATOR IN 4
+ENCMACRO

«MACRO  MULT 2z x. ¥
LOAD ACCUMULATOR X

[ £=XY

MULTIPLY BY ¥ / X Y2 accumulator (Sec 1-)

LONG SIGNED SHIFT LEFT, 1 T / XYin accumulator

STORE ACCUMULATOR IN z

+ENDMACRO

2MACRO CiV Z x v fZ=X/Y

LOAD ACCUMULATOR X

CLEAR OVERFLOW FLAG

DIVIDE BY v

OTEST z

MOVE MQ TO ACCUMULATCRA

STORE ACCUMULATCR IN z

<ENDMACRO -

«MACRO OTEST z ; Test for overfiow of fraction

SKIF ON OVERFLOW FLAG 1 Gverflon”

SUMP TO .s32 / Ne.goon

LOAD ACCUMULATOR (2: " Idenufies guilty vaniable for
LT T sage rout e

JUMP TO ERACR . Error-mesaaze routine

.ENDMACRO
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with their input and ovtput varniables:

«DECIMIAL

START MULT B, At, A1
SUM C. BETA, (-0.53)
MULT A. B C

SUM RESLY, A, ALFA

As in any procedural language, we have takhen care to write zny intermediate
result A, B, C, as well as the resuit RESLT only if it has been computed (as
a block output) in a preceding line. Such a program 15 most easily written
when we start with the /asr block: Our simple scheme is. in fact, simulating
the reverse Polish string generated by an algebraic compilar! After some
practice, we may not even have to draw the block diagram.

QOur simple block-diagram language generates quite efficient code
(probably better than most minicomputer FORTRAN). It includes an
error-message routine (not shown in Table 4-1) which w«ill print out the
symbol-table number of any block-output variable which overflows because
of faulty scaling.
floating-point arithmetic. -

Expansion of our macro blocks shows that almost all tlock macros end
with STORE ACCUMULATOR IN o, which s often followed by LOAD
ACCUMULATOR Q in the next macro. Such store %:ich pairs are re-
dundant; each wastes four memory cycles. Our block-¢iagram language
car be modified (or reprocessed) to cancel redundant store/fetch pairs
{Rers. 9 and 16); the resulting code can be as efficient as Lhat written by a
good assembly-language programmer.

4-23. Conditiona! Assembly. Conditional assembly directs the assembler
to suppress specifiea sections of code unless stated condirons are met by the
program at assembiy time. Conditional assembly 1s a+zilable with some
ordinary assemblers but is most useful with macroassem=lzrs.  Onecan, in
pamcular modify the definitions of user-defined or system macros if named
syruuols do or do not appear o the program or if certaln symbolic vanables
are zero, positive, or negative at assembly time.

Specifically, all statemsnts finstructions and/or data} %2tween the pseudo
instructions oIFDEF X and .ENDCOND will be asse=>’2d if and only if
the named symbol X is defined anywhere in the prozam.  Gther con-
ditions are similariy emploved by the jscudo imsiriions JAFUNDEF,
IFZERQ, - IFNDNIE. IFPOS, JITNES Pao. thet the condition expressed
by

FIER A- 8

seans that the symbols .§ and # reference the sac.2 .z-able or memory

lesaticn.

A similar set of blocks could readily be written for

o WL ST CZTCRTTIDM e

o Tty ¢

ize NESTLD MACKS DEFINITIONE .2

As a very simple example. consider a mulu- -input summer L.,

4

<« 0T the

simple algebraic block-diagram linguage of Sac. 4-22h. We will write a
macro to add a maximum of four inputs. X1, X2, X3. and ‘x 2 to produce
an output Z: :

« MACRC SUMR Z, X1, X2, X3, Xa

LOAD ACCUMULATOR X1

CLEAR QVERFLOW FLAG
ADD INTO ACCUMULATOR X2

oIFDEER X3
ADD INTO ACCUMULATOR X3
~ENDCOND

oIFDEE Xa
ADD INTO ACCUMULATOR X4
<ENDCOND

OTEST

STORE ACCUMULATOR IN z

<ENDMACRO

We now see the beauty of the conditional-assembly feature. If our four-
input summer is given only three inputs, say X1, X2, and X4, with x2 undefin=d
in our program, then the assembler will omit the unneeded ABD INTO
ACCUMULATOR x3: this saves memory and execution time. We couid
similarly omit X4 or both X3 and Xxa.

4-24. Nested Macro Definitions. We mentioned in Sec. 4-21 that macro

definitions may contain macro calls (see also Table 4-1). A macro
definition which contains another macro definition. as in

«MACRO MACT Z, X
LOAD ACCUMULATOR X
STORE ACCUMULATOR I[N 2

«MACRO MAC2 u. v

XOR INTO ACCUMULATOR V
STORE ACCUMULATOR IN U
+ENDMACRO
ROTATE ACCUMULATOR LEFT
«ENDMACRO

(nested d finitions). is a diferent situation.
l

as wndefinod inthe part of vur pre 4 priceding the first call for MACH, Say

AACH P, Q

O

The assembler resards MAcC2

a”
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This results in th2 expanson

LCAD ACCUMULATOR o]
STORE ACCUMULATOR IN p
ROTATE ACCUMULATOR LEFT

Note that ne code duc to MAC2 is generated this time. but MAC2 IS now
defined and can be called cither alone or through the next call to MACT
Multiple nestng of definitions is possible. We have here another means
of turning assembly of a section of code off and on.
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CHAPTER

ENTERFACING THE MINICOMPUITER
WITH THE OUTSIDE WORLD

INTRODUCTION AND SURVEY

The exceptional power of the small digital computer is substantially based on
its ready interaction with real-world devices—analog-to-digital converters
(ADCGs), digital-to-analog converters (DACs), transducers, displays, logic
controllers, alarm systems—in addition to the usual card readers, line
printers, and tape drives. To the outside world, the minicomputer presents
a relatively small number (30 to 80) of bus-line terminations. These line
transmit and receive digital data words together with a few command pulses
and control levels, which select devices and functions or alert the computer,
in turn, to new real-world situations.

This chapter introduces the basic logic and programming principles for
such interfaces. With inexpensive. off-the-shelf digital and analog system
components widely and readily available, a little knowledge of interfacing
principles can produce dramatically effective new systems and also surprising
cost savings. A handful of integraied circuits, cards. and connectors, which
you can wire-wrap )~ .rself for a total cost of 700 guite easily getsto be a
$3,000 subsystem if » Lu purchase 1t from an 1nsirement manufacturer.

Sections 5-1 through 5-8 deal with program-controfled input output and
sensing operations. Sections 5-9 to 3-16 describe mimicomputer inerrup!
systems—the basic means for time-sharing the smali computers between
different time-enitical tasks.  Sections 3-17 to 5-23 deal with direct menion
access and awtomaric block transfers, which permit not only remarkable
trie savings bui also more manageable inpui output programnung. The

13
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remainder of the chepro- 2dds a little hardware knov-how and &7scusses
the elements of wmpw corwe programming.  Additional applca:l>ns and
examples will be given in Crap. 7. :

PROGRAMMED O OPERATIONS

5-1. The Party-line 1'O Bus. Minicomputers usually transm't digital
data on parallel 8- to 18-bit buses; i.e., all data bits are transm_.:zZ simul-
taneously in the interest of processing speed. Serial data trans—~:ssion is
usually restricted to communication links.

Mulr 5 eezr
Pracessor ccrd
8110
Device
A ,
i . Bit 1
y; // . > Sata
77,7 7 nes
/
Dato /s ,/ done
device
. &= ar2 |
Y % Dev.ce
Ve 2
> ]
Comrmond )
puises |
— | :
Address— Adf'ess 3 Device Address <77z s.gnal
cy <
control 4 3 (1.f setected)
oits
W (b)

Fig. 5-1. Simple switching (i 'nplzung) of muluple bus hines with a multpleser =rd in the
processor cabinet (g) and switch .2 crrcunts for one set of processor output data hinzs*. In this
arrangement. bus-driving circu s 2re loaded only by one processor-to-device bus 2 2 ume. and
no device addresszs need be t-znsm.ited over the bus  But multiple-hne switckizz becomes
cumberseme if there are mere 122 2 few devices

The 8- to i8-data-bit lin2s can be bidirectional (this takes extra logic at
each device, Fig. 5-19¢). or we can have separate input and cutput buses.
(This takes less logic but more nterconnections, Fig. 5-195.) In addition
to the data lines, we wiil nzzd a comparable number of interface-control-logic
tisses.

If the computer must service only a few external devices. pr ocessor
instructions can select individual buses for each device through .t plexing
gates (Fig. 3-1). But the circuits needed to multiplex data and c".:rol lines
for more than 4 (and p2rin2ps as many as 1,000) devices could co—rrormise
the processor design.  Thus, most interface wsfﬂrm empley 2 party- !ir‘e
/O bus of the gen‘crz;' wpe illustrated in Fig. 3-2. Here, a"' davices™
(printers, displays. ADCs. DACs, etc ) intended to rzcer e or srorsmit data
words ure wired to & =221 I O dala bus connacted to # proczsiar ragister
via sutizble logic.  AZ:I mone! party-line wires carry o ..,.os-.cg.: signals

O
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for selecting a specific device and its function {e.g.. transmission or reception)
and synchromze data transfers with the digital-computer operating cycle.

52. Program-controlled Device Selection and Operation. F.ojij a miimum
of linkage hardware. interfaces work with programmed digital-computer
instructions {input/output instructions, I/O instructions; refer to Sec. 5-17 for

Digital computer

-~ Cevicg -selecticn lines {levels)

reum bt
Controlled by M =
nstruction 2 ¢ jr‘lri;agroalser
register pd o n

)3 i T -’-‘-.‘

4 0 - —

1

L

: 1 ~ < L

! EEXTERN&L EXTERNAL 170 transrer

SELECT Device |SELECT Device pulses gare

b selector o1 selecior | DY device

[ seleciors

§ 2

§ { Y

P : :

i : ¢

E 1 Cata lines {ievels!
Data fromor to é{ 7 — ""“'\}x
accumuiator y ﬁ‘ P
or memory N3 ; T __f

1/0 N
cable
~&,. oo

Data transferred Data trorsferred
to or from device to or from devi.ce
ragister 1 register 2

Fig. 5-2. Programmed control of muitiple devices by a minicomputer with a partv-itne ['O bus
An IO instruction addressed to a specitic device 1s recognrzed by a dzvice selector winch gates
data-transfer or command pulses ‘o the device in question {dased on Ryf 6)

direct-memory-access operation). Figure 5-3 shows how the individuai bits
of an input/output instruction word in a typical processor determine desvice-
selection and control-line signals on a party-line I/O bus:

1. Bits 0 to 4 tell the processor that an I’O instruction is wanted. One
of these bits can select a READ or WRITE operation, or this decision
may be left to a logic input from the device.

2. Bits 5 to 10 (device-address bits) place logic levels (0 or 1) on device-
selection lines parallel-connected to all devices on the /O bus. When
these lines carry the device-selection code assigned to a specific device,
its device selector {decoding AND gate) accepts (and regencrates) a’
set of one. two. or threc successive command pulses (TO pulses) used
to effect data tcansfers and other operations in the selected device as
determined by instrucuon bits 13 to 15,
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16-b1t rstrolticn

worll
[
—— e - ————— ¢
et Bits
Ot4
PO .
-
,; Device-selector logic
/ N
/ { 3 €
reten | o TP g
code to ° 58'17;10 i { L_Y,\
progessar o 1 f selec24
used for | ]__fl
device Commuond pulses
selection —l—‘——D>— for timing,
L transfar, efc
1 {vig puise
i amphifigrs)
-o= Control Dits
Bits 1t o for special \
1t to 12 | interface f—h 101 J—L_‘,
[ legic (if used) i )
by 102 M
Bits ‘ i l
1Bto1s || Lﬁ
| 110 cable L 03 J
Pl L/

Fig. 5-3. Program-controlled selection {decoding) of device addresses and device functions
(bused on Ref. 6)

3. Bits 11 and 12 (control bits, select bits, or subdevice -bits) determine
levels on two control lines. These can be used to select additional

- devices or different functions to be performed by a given device.
- 4. Bits 13; 14, and 15, respectively, produce successive timed command
pulses 101, 102, and 103 on three syparatc control lines. A pulse
occurs if the corresponding bit is 1. : -

With the arrdnuement of Fig. 5-3, a 16-bit /O instruction can select one
of 2!t = 2,048 possible devices and/or device functions through different
combinations of device-address bits, contrcl bits, and command pulses.
This particular_system requires. four complete dig: tdl-comouter memory
cycles for each I/O operation, one to fetch the instruction, and one for each
IO pulez Man modxﬁcatlons ‘of our basic programmcd I,O scneme are
pcsssblc cg Lo T R . -

N -
faiigl‘_lhy[ RSARP .

ol D*F’cxem numbers of. proc.‘.ssor cod bits. dev ice- seicrtvon bits., control
. +ibits, and.IO; pulses 'maybe used. e
2 1Q pulses can be simuitaneous (on ditferent Iines). rather tnan successwe
to save.cxecution time. S
Somc n.orc 'nusm_ "‘n")dlﬁC".thnb ml! be described in Secs 5-6, 5-7.'anid 6-9

[ 0 Ty . .

5—3 Pm"rammui Dat.l Transfers.  The most common apphcatlon of thv‘
device-seléétor-guted conunard: pulses 1s” data “transfer to'and from the
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Prozegser -
Szace razc 2
/0 bus 22tz h-=s : 8- autfar
{024 n {'ocaes oy g 22l
i -~ \f:
£

!
I
n
"
A

N READ -equest to
processar (if any} I

“READ" pulse
02

Fig. 5-4¢. Programmed transfer of data into the processor

processor. In our basic programmed-1/Q scheme, the IO pulses are syn-
chronized with the processor operation cycle and thus with the computer’s
ability to accept or transmit data.

In Fig. 5-4a. the correctly timed 102 pulse Oates data from an external
device (c.g., an ADC) into a processor reglster (accumulator) via the I/O-bus
data lines.

Figure 546 illustrates clear-and-strobe data transfer from the [/O data
lines into the flip-flops of a device register. Each flip-flop 1s first cleared by

X/O dato tines I/Q data tings 1/0 dete hnes

. H —_ o oot ocia
BtO I ¥ Set aro |07 ) ' ©€ia
Raset —o4 Control Centeol P Ccrerz?
| )
' i |
LA e L] Sy ~ e
Bit t i ¥ Sat gy, |70 FYSEN R e
, N
i
_ Rese E—>- n"ol ﬁ_‘p‘r\ bt Tam e
CLSAR| [STRC3E  TRANSFER|  LOAD BUTFZR,  |USDATE
102 103 03 102 103
)] (<) (d)

Fig. 5-db to d. Programmed datt transfer mngo device regntets clear-and-strobe (71 am transt
() and transfer lhruu0h a deviee buifer reanster as g doudle-Retlered digual-to-arlog
Conterter {d) e
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102: then 103 strobes the Is on the data bus into the flip-flop register.
Figure 3-4¢ shows jam transfer of bus data into a device register (see also
Sec. 1-6). Jam transfers require only a single transfer pulse and must be
employed whenever clearing and strobing operations would disturb device
functions. This is true, for instance. with DACs required to switch through
successive voltage levels without returming to 0 in between.

Figure 5-4d illustrates a double-buffered-register data transfer. Data are
first transferred into the buffer register and then into the device register
proper. In an analoghybrid computer or display system, for instance, one
can load a set of DAC buffer registers in turn and then “update™ aill DAC
registers simultaneously with another I/O instruction or with a clock pulse.

5-4. Device Control Registers. Many peripheral devices have more
different functions or operating modes than we can control with a few
contro! bits or [O-pulse bits in a single I/O instruction. Such devices can be
dzsigned to accept, store, and execute multibit “device instructions™ loaded
into a device control register or registers via the I/O-bus data lines (just
like into a data register). In general, control registers will require jam
transfers or double-buffered transfers (Fig. 5-46 and c¢).- An important
example of a control register is the multiplexer control register for selecting
different multiplexer nput channels for an ADC. Control registers may
permut incre‘ncntatlon, i.€., the conirol register can be a counter set to a
given initial count by an E’O wstruction and then incremented by I/O
puises as n\.eded, the variety of possible arrangements is endless. Control
registers of many old-fashioned process controllers simply operate electro-
mechanical relays.

Typical exampies of more complex devices whose status and function
are established by computer-controlled registers are process controllers,
cathoda-ray-tube Jispiays (Sec. 7-9), automatic data chanaels (Sec. 5-19),
analoghybrid computers {Sec. 7-18), and othar digital computers

5%, Interfaczing with Incremental and Scrizl Data Representatians. Device-
selector-gated command pulses (IO pulses; are not used only to transfer data
and control-register setings Command pulses can also set, reset, or
eomplemant special Aip-fAops and increment or decrement counters in device
interfaces (1g. 5-5).

Computer-raad digitel counters con alss accumulate external incremental
data (variables proporucngl to pulse cates! inte parallel digital words
Incremenzal duta represeniation is emploved in contro! and navigation
systems based on digiiul-differeniicl-analy zer (DDA} integraions (Ref 19).

Digital communication systems, feletvpewriter kevbourd/printers, and
disk or drum storaze s stems SMPICy 39"3! data represontation (See. 1-3).
Paraliel-to-serial and serial-to-pacallel comversion 15 acounplished by either

Q’*
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Defa Lines for Pegsetang
(L38) ;
——— o e
{From da..ce selector] b —rg } - ‘ 'T"? counter
103 1 Jse & }__;DS*’ 'y fehoes)
(INCRE!MENT T 7 ) S
ngtructicn} - = [ =1
izset Q [ | | R S
i h Raset J I | baopr
102 ' !
{PRESET ’ !
nstruction) i =
101 |
(CLEAR T
wstructicn)

Fig. 5-5. Three different processor mnstructions empioy one of three suscessl. s command pulsas
from the same device sclector to clear strobe, or increment 2 binary couzier. A fourth insirac-
tion combmes {01 and 102 for ¢lear-and-strobe presetting {see aiso Tahiz 1-36).

of two methods:

1. Serial n-bit data words (usually 8-bit bytes) are shified in or ou: of &
shift register in the interface by shift pulses from a clock osciilator.
which is stopped by a control counter after n, n + 1, or # -+ 2 shiit
pulses. The extra shift puises transmit or recenve szt and s70o bils
marking spaces between senal words in some sisiems. The shid
register is parallel-loaded or read by the digital computer like amy
other device register.

2. Shuft pulses cause interrupt-activated processor inmn;nons for stuftong

datz words bit by bit into or out ¢f an accumulacor carry bii.

5-6. Timing Considerations : Synchronous and &smc‘irornm {'G Operations,
Programmed data-transfer operations with processor-Lmed comimand
pulses require that an external device accept or transmit ¢z [ziaf t
allotted instruction time  More specifically, timmng é*2z:ms
supplied in every minicomputer wnterface manual, sho «;frhaos chyviously)
that a ser of data-bit levels must be established when th:
data-transfer command pulse (10 pulse).

We will assume here that our device (say an ADC} s = -22dv prepared to
transfer data in the sense that an ADC conversion has =221 completed; we

essor 1ssues the

a8}
’*‘1
ﬂ

can, and should, make sure of this through a sense ins"- .- on (Sec. 5-8) or
inferrupt operation (Sec. 5-9).  What we areconcerna? == here 1sthatdafu
levels may not be established soon enough or long erow:;* o complete a data
transfer, allowing for cable-transmission and logic d:__;-: _nd rnse times
Cable delays are, at best, about 1.5 nsecft, progrem =~ =3-1 O 1astruction

timing usually allows for up to 50 ft of I/O bus cabl:.

O
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Fig. 5-6. Typical uming for processor-synchronizad programmed data transfers Data levels
must e ready for the bus when transfer pulses occur.

When cable and/or logic delays become critical, we can escape the
tyranny of the processor clock through asynchronous (“hanrd-shaking™) I/O
operations. Anasynchronous data-transfer instruction addresses an fexternal
device with address levels, as in Sec. 5-3.  But the processor does not issue
an automatically timed IO pulse. [Instead, it waits until the device-selector-
gate output has set an ADDRESS ACTIVE flip-flop in the addressed device
(Fig. 5-7). The resulting voltage step returns to the processor over a special
interface line; only then will the processor issue the appropriate IO pulse or
pulses The processor may now continue with the next instruction after a

Wice tinks, estaohish
device address

Bit O i
Device-seiector
( N P AND gate ADDRESS ACTIVE
TN bus | gt [ 1 tlip-flop
R Vi D e S —
tines | - | F—. Y e Da#g__'ﬁ_—}__
| (oTrER BITS) —
——————————— —e ——— E

7

Address pulse
{gfter gddress
lgvels gre on

i__J
Control
¢ata hines}
ADDRESS RECEIED (10 processor)—s-——-——-
Ji. /1

10 pulse
(after data /

'dggfr;sls\r:f?n Data- transfer puls2
Fig. 5-7. An ADDRESS ACTIVE fip-flop (type B fhp-flop. Table 1-38; indicates reception of
the device addiess and w50 stores the device-selector output when the address fevels are no
tonge an the bus  Note Uit 2t ADDRISS ACTIVE fip-flons v hnk oy ner addressad o ,:;

Rersat 0p toe AN LSS T L v Lol aie g fus g 2ach gesice &l

PRV

,
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decent interval,  If we wish to be even more careful, the processor may not ™
continug its operation unti! the data-transfer pulse actuates another davice-
response steznal sigmfying that the IO pulse has been received and that the
data transfer is complcte.

5-7. Minicompute:s 2 #ny Data Lines for Device Addressing. To save
interconnections at .. oapense of time and interface hardware, some
minicomputer [/O systems transmit the device address over the dara lines.
After the address levels are on the bus, an ADDRESS control level or pulse
from the processor sets an ADDRESS ACTIVE fiip-flop in the addressed
device and resets all other ADDRESS ACTIVE flip-flops (Fig. 5-7). The
output of the ADDRESS ACTIVE flip-fiop substitutes for the simple device-
selector output of Fig. 5-3; 1t can activate non-data-transfer operations
immediately, or it can gate data transfers from and to the bus after the address
has been removed from the data lines. There are two main types of such
systems:

1. In the Varian Data Systems 620i and €20f, the successive addressing
and data-transfer operations form part of thie same 16-bit I/O instruction;
the address bits come from the processor instruction register, as in
Sec. 5-2.

2. In the 8-bit Interdata Model 1, we must first load the desired device
address into the accunularor. Then a separate addressing instruction
places the address bits from the accumulator on the data line to activate
the selected device. Data-transfer operations (to or from the accumu-
lator) follow; note that one addressing operation may do for several
data transfers from and/or to the same device.

3.8, Sense-line Operation and Status Registers. The [O pulses implement
program-controlled operations at times deterrmuned by the digital-computer
program. But a device thus addressed might not be ready: an important
example is an ADC which has not compieted a conversion. In such cases.
program-controlled data or control-logic transfers may be preceded by a
sense-iinc interrogation or fing test. The device status 1s indicated by a flag
(logic level, usually a :u-flop output). A special insiruction addressed to
the associated device scicctor gates opre of the command pulses (IO1 in
Fig 5-8)into a sense gate and. if the flag level (sense hne) 1s up. onto the skip
bus in the interface cable. The pulse on the skip bus then increments the
processor instruction counter, winch thus skips the next instruction to
produce a program branch  An example would be

SKIP IF ADC FLAG IS UP
REPEAT LAST INSTRUCT'ON
AZA0 ADC

e
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Processor o= Dea. 2

{causes next
instruction

Skip bus ﬂ
N

to be skipped) r'\en:s :;—
resetting)
SENSE FLAG
101

{ from device selectar)

Fig. 5-8. Sense-line operation using a device selector. sensing gate and common skip bus

The program will cycle until the device flag is up, at which time the
program continues, usually with a data-transfer instruction. The ADC flag
must be reset by the READ ADC instruction and, or by the STARTCONVERSION
instruction or timing pulse

Other sense-line systems exist. Many computers do away with device-
selector addressing of sense gates by simply accepting flag levels on multiple
sense lines, which are interrogated with processor instructions like
SKiP IF SENSE LINE 6 IS UP.

Flag logic levels controlled by manually operated sense switches permit
a human operator to control program branching during computation.

Instead of interrogating multiple cense lines 1n turn, we can treat several
flag flip-flops (which may or may not be associated with the same peripheral
device) as a device status register. The processer can read this regste
{READ FLAGS or READ STATUS instruction) via the data bus. The
resulting ‘“‘status word™ 1n the processor accumulator can then be logically
interpreted by the computer program; in particular, the status word may
serve as an tndirect address for the next instruction and thus permit multiple
branching

Sense/skip instructions can be profitably combined with data-transfer
operations. Thus, the single nstruction SKIP AND READ ADC IF ADC
FLAGIS UP combines two mstructions by using the JOI pulse to test the
flag and the 103 pulse 1o transfer data; the flag level wself 1s employed to
gate 1O3 ofl of the ADC s not ready

170y systems wth asynchrosous data transfer (Sec. 5-6) do not need a sense/
skip loop to wart for device readiness.  The device-flag level can simply
operate a gate which keeps the ADDRF‘%S RECEIVED signal in Fig 5-7
from returning to the processor antit the device ss ready for the data transfer

Sense fincs are ineapeusive, but even smell digital computers can raiely
afford the trae for "idle” sense w\lp sops such Lo the siiuple ADC example
shown above  Senec baes are, therefuic, wed mamnty for deasions between
device-dependent pregram bravches which do no cause 1d'mg Othorwase
WO TCUUITC Brugras welerrin s,

O
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INTERRUPT SYSTEMS

5-9. Simpic Interrupt-system Operations. In an

interrupt system, a

device-flag level (INTERRUPT REQUEST) interrupts : i computer
program on completion of the current instruction. Processor hardnar° then

causes a subroutine jurap {Scc 4-12)-

1. Contents of the incremented program counter and of other szlacted
processor registers (if any) are automatically saved in specific memeory

locations or in spare registers.

r2

The program counter is resct to start a new instruction sequence

(interrupt-service subroutine) from a specific memory locauon (“‘trap
location™} associated with the interrupt. The interrupy taus acted
upon is disabled o that it cannot internupi 1Ls OWR service routine.

vinicomputer interrupt-service routines must usually first sate the con-
tents of processor registers (such as accumulators) which are need.d v the
main program, but which are not saved automaticaily by the hardw ure. ‘7‘!‘
might also have to save (and later restore) some peripheral-device control
registers. Only then can the actual interrupt service procesd: the service
routine can transfer data after an ADC-conversion-completed interrupt,
implement emergency-shutdown procedures after a power-supply failure
etc. Either the service routine or the interrupt-system hardware mus® fheu
clear the interrupt-causing flag to prepare it for new interrupts. The service
routine ends by restoring registers and program counter to return to the emging!
program, like any subroutine (Sec. 4-12}.  As the service routine complats

its job, it must alsc reenable the interrupt.

EXAMPLE: Consider a simple minicomputer which stores only the

program counter automatically after an interrupi.

The nteriupr-oeice

routine is to read an ADC after its conyersion-complete interrupt.

Location Label Instruction or Word Data

{main program)

current instruction

1714

JURID TO STIVICE

ENVICE  STORE ACTUMULATOR IN SAVAC

Comnients

/ Interrupt occurs here

/ Incremented program
/  counter (1714) will be
/ stored herc by hard-
/ ware

[ Trap location, contains
{ jump to relocatable

3

/ service rouiine

O



3600
3601

302
3623
3804
3635
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SAVAC

SRVICE STORE ACCUMULATORIN

READ ADC

; Save accumulator
| Read ADC into

/ accumulator and
[ clear ADC flag

STORE ACCUMULATOR IN X ; Store ADC reading

LOAD ACCUMULATOR SAVAC / Restore accumulator
INTERRUPT ON / Turn interrupt back on
JUMP INDIRECT VIA 0000 / Return jump
(main program) | Enterrupted program

. / continues

NOTE: Interrupts do not work when the computer is HALTed, so we
cannot test interrupts when stepping a program manually.

5-10. Multiple Interrupts. Interrupt-system operation would be simple if
there were only one possible source of interrupts, but this is practically
never trie. Even a stand-alone digital computer usually has several
interrupts corresponding to peripheral malfunctions (tape unit out of tape,
prizter out of paper), and flight simulators. space-vehicle controllers, and
process-control systems may have hundreds of different interrupts.

A practical multiple-interrupt system will have to:

1. “Tvap” the program to different memory locatiens corresponding to
specific individual interrupts
. Assign priorities to simultaneous or successive interrupts
. Store lower-priority interrupt requests to be serviced after higher-
priority routines are completed
4. Permit higher-priority interrupis to interrupt lower-priority senice
routines as soon as the return address and any automatically saved
regisiers are safely stored

W b

Note that programs and/or hardware must carefully save successive
fevels of program-counter and register confents, which will have to be
recovared as needed.  Interrupt-systeni programmung will be further
discussed in Sec. 5-15.

More sophisticated systems will be abie to reassign new priorities through
programmed instructions as the nzeds of a process or program change (sec
also Secs. 5-12, 5-14, and 5-16).

5-i%. Skip-chain Identification of Interrupts.  The most primitive multiplz-
snterrupt systems simply OR all interrupt flags onto a siaigle interrupt line.
The wneriupt-seriice rourtne then employs sense; skip mstrustions (Sec. 5-83
to test successie device flugs w order of desconding prioruy.

N

a—

PSP

O
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Suppose that the simple interiupt system discussed in Sec 5-9 was
connccted not oniy to the ARC requesting service but also to Yemergency™
interrupts from a fire alarm and from the computer power supply (Sec 2-123-
A skip-chain service routine with appropriate branches for fire alarm,
emergency stiutdow:. ind ADC nugh: fook Lk = this only the ADC service
routine is actually sha..- 1

SRVICE SKIP IF FIRE-ALARM FLAG LOW / Fire alarm?
JURSP TO FIRE / Yes, go to service
/ routine
SKIP IF POWER FLAG LOW / Noj; power-supply
/ trouble”
JUMP TO LOWPWR / Yes, go to service
/ routine
SKIP IF ADC DONE FLAG LOW / No: ADC service
/ request?
JUMP TO ADC / Yes, service it
JUMP TO ERROR / No; spurious
/  interrupt—opriat
/  error message
ADC STORE ACCUMULATOR iIN SAVAC / ADC service routine
READ ADC

STORE ACCUMULATOR IN X

LOAD ACCUMULATOR SAVAC / Restore accurnulator

INTERRUPT ON / Turn interrupts back
/ on

JUMP INDIRECT VIA 0000 / Return jump

The skip-chain system requires oaly simple electronics and disposes of
the priority problem, but the flag-sensing program 1s time-consuming
{n devices may require log, n successive decisions even if the flag sensing
is done by successive binary decisions). A somewhat faster method 1s to
employ a flag status word {Sec. 5-8), which can be tested bit by bit or used
for indirect addressing of different service routines (Sec. 4-1 la)

Note also that our primntive ORed-~intercapt system must automancally
disable all interrupi> 4. soon and as lony as an: inercupt 1s recogaized.
We cannot interrupt evea low-prior:ty interrupt- service routines.

S-12. Program-controlied Interrupt Masking. It 1s often useful to enable
{arm} or disable (disarm) individual interrupis under program control to
mect special conditions. Improved multiple-interrupt systems gate indi-
vidual interrupi-request lines with mask flip-flops which can be set and reset
by programmed mstiuctions.  The ordered set of mask flip-flops 1s usualls
treated as a control register (inferrupt mask register) which is loaded with
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sppropriate 0s and 1s from an accumulator through a programmed [-O
instruction.  Groups of interrupts quite often have a common mask flip-
flop (see also Sec 5-14)

A very important application of programmed masking instructions is to
give selected portions of main programs (as well as interrupt-service routines)
greater or lesser protection from interrupts.

Note that we will have to restore the mask register on returning from any
interrupt-service routine which has changed the mask. so program or
hardware must keep track of mask changes. We must also still provide
programmed instructions to cnable and disable the entire interrupt system
without changing the mask.

EXAMPLE. A skip-chain system with mask flip-flops. Addition of mask
flip-flops to our simple skip-chain interrupt system (Fig. 5-9) makes 1t
practical to interrupt lower—priofity service routines. Each such routine
must now have us own memory location to save the program counter, and the
mask must bz resiored before the interrupt is dismissed. The ADC service
routine of Sec. 3-11 is modified as follows (all interrupts are initially disabledy
N
ADC STORE ACCUMULATORIN SAVAC

LOAD ACCUMULATOR 4000 / Save program

STORE ACCUMULATOR IN SAVPC {  counter
LOAD ACCUMULATOR VIASK / Save

STORE ACCUMULATORIN  SVMSK | current mas!
LOAD ACCUMULATOR MASYE 1 ©/ Arm higher-

LOAD MASK REGISTED /  priority inter-np
INTERRLPT ON / Enable intetiuy. . < vsterr
READ ADS

STOREZ ACCUMULATOR IN X

INTERAUPT QFF

LOAD ACCUNULATOR 5VMEK [ Reswore

LOAD MASK REG:STER [ previous
STORE ACCUMULATDR RASK [ mask, ..
LOAD ACCUMULATOR SAVAD [ restore accum
INTERRUPT ON ,

JUMP INDIRECT VIA sVPC { Return wmp

Sines most mivcomputer nas¥ cazisien cianot be rewd by the prog:
the mask setnng s dapliceted m the mepwry location Mas Sone
mincomputers (z o, PTIP.O. P 13, Baythorn 796) wilow onty a restricted
set of maske ond provide speerat st uetions whizivsis.piify mash seving and
restoring {vee abse e 315 Alachines having Do or more accumuiaiors

)

I\C? - 3
can reserve one of them 8 store the mash ar tas sy moary reforencds.

O

a

Py S - e m
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QRgd ata-run's MASK - viZE~FLAG
1o processsr f »o—f:“CDs DE?E":‘E‘ j";"’-’
(to serse g:?a% ,

-~7 ordzem | Ty
. - { - S b o

\‘-.___) -3 .
TRISET

) ?
P R B
‘&EO

1i.>'~'£:_'S 7

Fig. 5-9

B ruptmesking  The riask fup-fops ave treated as 2 control rew
Howo

ru , : Sgoteifundo, rer)
leared und loaded by 'O nstructions. ’

5-13. b {urity-interrupt Systems Request/Grant Logic. We could replace

Fhe skip -ham system of Sec. 5-11 with fardsare for polling succesos
Interrup’ ' ies in order of descending priority. but this 1s sull rcittnc}\ a?o:j
if thete - many interrupts  We prefer the priority-request !aeic C\?L ';-“xds
3-100r 5-11, which can be located  the processor, on special interface ceds
and/or on wndividusal device-controller cards. ) R

!'ie!'er to Fig. 5-10a.  I{ the interrupt 1s not disabled by the mask flin-rlop
or by the PRIORITY IN hne, a service requesi \devlce-ﬁ:-;g leves) wiil c,rcr“t?»_c
REQUEST flip-flop, which is clocked by penodic processor :Juh::; 1 “)
SYNC) to fit the processor ¢ycle and to ume the prianty n‘:‘;;smzz ‘T:F-’
resulting timed PRIORITY REQUEST step has n’zree;obs'. o

[

I. Ig prgenabies the “ACTIVE” fip-flop belonging 10 the sawe inteaunt
circuit, x

2. It blocks lower-prionty interrupts.

3. It informs the processor that an interrupt is wanted

If the nterrupt system 15 on (and if there are no direct-memory-access
reques}s rending, Sec. $-17), the processor answers with an INT EflRL’PT
ACKNOWLEDGE pulse just before the current instruction 15.completed
{(Fig. 5-13)  Thissets the preenabled “ACTIVE™ flp-flop. which nourg\ucs
the Contact trop address onte a set of bus fines—the wterrupt s active.
lN".‘ERRU PT ACKNCWLEDGE a'so rasets alf REQUEST Aﬂzp-ﬂops to
rea_ay them for repented or pevy PrOnty r2guesis.

) E:Mﬂimrc; tupt has three stefes fnactive, waiting (device-flag flip-flop set).
and astive,  Wairny mierrupts wit! b serviced as 3001 as possible Unless
reset by proyiam or hardware, the devive Hug maintains the “wating™ stu;c

O
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—-g———— Proceiso” Devicg ————=~
Cna:n Cnain
D.’lOr{y\: Prior.ty oyt
A3 it + 'l
BIASK fhp-ﬂoog Q T mrenrup From b i"—lb- ——
{loades bty % MASTER MASK Intereact M interrupt Out in Ine
170 mstruct.ond} fig-fiop 1 > aterrust
fsualty in . 4
L_.F___.. ! '
process —— . .
{O.her tmsg MASTER CLEAR : L
" priocit, reguasis) DrIonIt ) (loaest
{n) priorty)
_— REQUEST flio-ticp ;
.. Timed [ aa— g Service reguest _
// £ orionty request T 3 ram= from denice flcg ll" Quty—)
Y i 1@ Set{ | 3\ MAS‘IFL-'er l - ol .
~ i ‘R MASK
- ¢ 170 syrcd Chain priartty 1 ﬂ,p..f«op3 i 20 i3 4
jé Ruset {1 if no hugher~ A I 5 ¢
_r‘u-,__,,p priority device on
g‘fg&‘ﬁ' { { chain 1s waifing) ©
HCKNOWLEGSE | —i \ Fig. if-!(}b af:d ¢. Wired-chamn prionty-propagation circuits  Since each subsystem {and 1ts
FRICRITY GRANT) pulse J i / Cham prionity out assocraied wiring) delays the propagated REQUEST fiip-flop steps (F1z 5-10a) by 0 10 30 cec.
N {to lower -prianity the simpie chain of Fig $-10b should not have more than four to s\ Linh< the circust of Fig ?“()::
{eommen o all ACTIVE fhp-fop devices) bypasses priority-ntibiting steps for faster propagation (based on Ref. 10) =
IRTerrupTs on Data 0
!
chanm) - esat flag
(1f desired)
Contrel
[0 3 reset culse from .
processer, or [/C sync .‘% {Pre-enable
MASTER CLEAR 1 of 3 other ACTWE
fhip- fiopsi
—_
Meamory ( [" Wening A % L Timed
address ——— (Set address bits) PRIORITY l priority requests
e EQUEST { from 4 inter-ucts
prosessor N to processor -
{camron to all - .
—_ e — e i
interrupts) ' — —
Addiess | i
gates i
Fig. 380u. Pricnty-chasn oming ucuing fogic for one davice (see also the iming diagram of | /7—— L REQUEST
Fig 3-13)  The ACKNOWLEDGE Line 1s corrnon to all mterrupis on the chain Note how ! ' = + | flip-rina
ke flip-flops are tmed by thz processor-supphad 1O SYNC pulses  MASTFR CLEAR » : ! Ll i
p-fieg 3 P pi P ( i Q H
psued by the processor wheneser power i rurned cor. and through a console pushbutton. to ] L - J‘J I
reset flip-Aops vuually  Many quferent modineati»ns of this cocunt exst fsee also Fig S-11) { }'— - J
Serrilar logie is used tor direct-memery-aceess reques’s ! e
§ ‘ |
§ F‘nonfy« arktranien
wiile higher-pnionty service rouunes run and even while its (nterrupt s ; qates
; : . ; t o . ACTIVE
desarmad or whils the entire waterrupt systemas turped off, i (Fre-enabies ACTIVE T10-110p)  pome. fhip-t o
ar Pt Dot aa e - o T T e
soid, Prisrity Propagarion and ¥ riority Changes.  There arz twe base i ASKNOWLEDGE T T e e ] f
methods for suppresang lower-prionity morrupts.  The first is the wired- -(Pmomw GRANT} puse
s o ? : - N - : comman 1o @l int «
priority-chain method lustrated 1 Fig. 5-10. Referning to Fia. 3-10z, the . o @ imierrupts) 103 reset puise, o Lo ™!
PRIORITY IN terminal of the iowest-priority device is wwed to the ! 1/0 sync
PRIORITY OUT termunal of the device with the next-higher priority, end ) .
. : ’ g, 8. s v
Thus the timed reguests froms hicher-prionty devices block lower- ) & S-IL Ths modified versioz of the priority-imterrupt logic 1 Fig 5-10¢ buas priosi-

S Ofl.

Propagatt 200N s .
priority requests gatton gates at the output rather than at the input of the REQUES!

any Tip-tien
Many similar circunts evist p-flen

Alan

The PRIORITY IN ternunal of the highest-prionity
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device (usually a power-failure. parity-error. or real-time-clock interrupt
in the processor itself) connects to a processor fip-flop (“master-mask™
flip-flop), which can thus arm or disarm the entire chain (Fig. 5-10b and ¢).

The computer program can load mask-register flip-flops (Fig. 5-10a) to
disarm selected interrupts in such a wired chain. but the relative priorities
of all armed interrupts are determined by their positions in the chain. Itis
possible, though, to assign two or more different priorities to a given device
flag: we connect 1t to two or more separate priority circuits 1n the chain and
" arm one of them under program or device control.

Figure 5-11 illustrates the second tyvpe of priority-propagation logic,
which permits every armed interrupt to set its REQUEST flip-flop. The
timed PRIORITY REQUEST steps from different interrupts are combined
in a “priority-arbitration” gate circuit, which lets only the highest-priority
REQUEST step pass to preenable its “ACTIVE” flip-flop. Some larger
digital computers implement dynamic prionity reallocation by modifying
their priority-arbitration logic under program control, but most mini-
computers are content with programmed masking.

The two priority-propagation schemes can be combined. Several mini-
computer systems (¢ g., PDP-9, PDP-15) employ four separate wired-
priority chains, each armed or disarmed by a common “master-mask”
flip-flop 1n the processor  Interrupts fran the four chains are combined
through a prionty-arbitration network which. together with the program-
controlled “master-mask” flip-ficps, establishes the relative priorities of the
four chains.

£.18. Complete Priority-interrupt Systems. (2) Program-controlled Ad-
dress Transfer. The “ACTIVE™ flip-flop n Fig. 5-10a or 5-11 places the
starting address of the correct interrupi-service routine on a set of address
lines common to all interrupts Automatic Orf “hardware™ priority-
incerrupt sysiems will then immedrately trap to the desired address (Sec.
5-156). But in many small computers (e g . PDP-8 series. SUPERNOVA),
the priority logic 1s only an add-on card for a basic single-level (ORed)
interrupt system Such systems canfiot access different trap addresses
directly. With the interrupt system on, every PRIORITY REQUEST
disables further interrupts and causes the program to trap to the same
memory location, say 0000, and to store the program counter, just as in Sec.
5.9. The trap location: coata.ns a jump t0 the service routine

SRYICE STORE ACCUNMLLATOR N SAVAC /[ Unless we have
/  dspare
. 7 accumulator
AFAD IMTERRUPYT ADDPESS
STORE ACOUR LLATOR M PR

SJUMP (MHRECT ViA BTR

O .,

@
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READ INTERRUPT ADDRESS 15 an ordinary [, O instruction, which emplo.s
a device selector to read the interrupi-address hnes into the accumulator
(Sec 5-9). The 102 pulse from the device selector can sirve as the
ACKNOWLEDGE pulse in Fig 5-102 or 5-t1 (in fact. the “"ACTIVE"
flip-flop can be omitted in this simple system) The program then transfers
t'he address word to a pointer location PTR 10 memory, and an indirect
jump lands us where we want to be.

Unfortunately, the service routine for each individual device, say for

an ADC, must save and restore program counter, mask. and accumul.iur
{see also Sec. 5-12):

ADC LOAD ACCUMULATOR 0000
STORE ACCUMULATOR IN SAVPC
LOAD ACCUMULATOR SAVAC
STORE ACCUMULATOR (A SAVAC2
LOAD ACCUMULATCR MASK
STORE ACCUMULATOR N SVMSK
LOAD ACCUMULATOR MASK 1
STORE ACCUMULATOR MASK
LOAD MASK REGISTER
INTERRUPT ON
READ ADC / Useful work
STORE ACCUNMULATOR IN X / doneonly here!
INTERRUPT OFF
LOAD ACCUMULATOR SVMSK
STORE ACCUMULATOR MASK
LOAD MASKX REGISTER
LOAD ACCUMULATOR SAVAC 2
INTERRUPT ON
JUMP INDIRECT VIA SAVPC

Note that most of the time and memory used up by this routing is overhead
devoted to storing and saving registers

(b) A Fully Automatic (““Hardware”) Priority-interrupt System. In an
automatic or “hardware” priority-interrupt system, the “ACTIVE"™ fiip-fiep
in Fig. 5-10a ot 5-11 gates the trap address of the active interrupt nto the
processor memory address register as soon as the current instruction 1s
completed (Fig. 5-12) This requires special address lines in the input/
output bus and a little extra processor logic.  This hardware buys improsed
response time and simphfies programming. ‘

i. The program traps immediately to a different trap location for cach
fnterrupt: oore 13 no need for the progrum to identily the interrupt
2. Thers 15 no need to save program counter and registers twice as in

Secs. 5-11, 3-12, and 5-13a.
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140 SYNC !
! . i
(e o e . e e e (B2 D NTATAS02 OF £OGITTY)
SERVICE ! ) | ! 1052 3
REQUEST . \ i i
{DEVIZE CLAG) 1 _ ) ] 1
RCQUEST —_ ‘l %:: _ i
FLIP-FLOP i ! ) ] -
VA
ACKNOWLEDCE ; [
sgBSCEEQFS“C;rJF?A ; AN £ro o7 cument nsiruchon
\ Rese~ 0y 10 puize from
;C;; JELOF’ T T processcr or by 1/0 sync
1P -

NOTE = warst case 1s shann ZZ<NCWLEDGE pulse coutd end
t ¢yc'e earlier

Fig. 5-12. Timing duagram for the pnonti-Tie-rupt logic of Figs 5-10 and 5-11  The
ACKNCWLEDGE pui remams ON untl rap address s transferred (either immediately
over spaciel address Linzs or by a programmad :zstruction)

In = typical system. each hardware-designated trap location is loaded with
a modified JUmMP AND SAVE instruction({Sec.2-11) Itseflective address,
say SRVICE, will store the interrupt raturn address (plus some status bits);
this is followed by the interrupt-service routine, which can be relocatable:

/ Incremented program-
/ counter reading

/  {return address)

/ saved here

/ Save accumulaior

SRVICE XXXX

STORE ACCUMULATOR IN SAVAC

LOCAD ACCUMULATOR MASK !/ Save current

TOGRE ACCUMULATOR N SvmsK  /  mask

LOAD ACCUMULATOR Masik 1/ Get

STORE ACCUMULATOR % MASK /[ aew

LOAD MASK REGISTER / mask

INTERRUPT ON

fEAD ADC / Actual work begins here

Ja\mg (an latet 1astoring) the ~»zrrupt mask in this program is the same
s 1n Sees. §-17 and 5-15¢ and 1s 92271 te be quite 2 cumd<rsome operation
Ax little extra processor hardware cz= simphfy this job:

1. We car combine the LO£D *ASK REGISTER and INTERRUPTION
instructions into a single I, O “nstructton.

Betme m mmer e T
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2. We can use only masks disarmuny «// interrupts with priontizs 5 /on
level 1,2,3, Such simple masks are easier to store auto-
matically.

In the more sophisticeted interrupt systems. the interrupt return-jump
instruction is replacee v 5 Lpecial inctroction (R TURN FROM INTERRUPT),
which automatically re~*~res the piogram-counter reading ard all auto-
matically savea registers. Be sure to consuit the mterface manual for vour
own mimcomputer to determine which hardware features and software
techniques are available

5-16. Uiscussion of Interrupt-system Festures and Applications.  Interrupts
are the basic mechanism for sharing a digital computer between different,
often time-critical, tasks. The practical effectiveness of a minicomputer
mterrupt systermn will depend on:

1. The fime needed to service possibly critical situations

1. The total time and program overhead rmposed by saving, restoring. and
masking operations assoctated with interrupts

3. The number of priority levels needed versus the number which can be
readily tniplemented

4. Programmung flexibility and convenience

The minimum time needed to obtain service will include-

1. The “raw™ latency time, 1.€., the time needed to complete the longest
possible processor instruction (tncluding any indirect addressing).
inost minicomputers are also designed so that the processor wili
always execute the wnstiuctwon following any 1/G READ or SENSE/
SKIP instruction. We are sure you will be able to tell why! Check
your interface manual.

2. The ume needed for any neccssary saving and/or masking opzrehion.

A look at the interrupt-service programs of Secs 5-11. 5120 5-154, and
5-15h will diustrate how successively more sophisticated praorxt-}-lmermpL
systems provide faster service with less overhead  You should. however,
take a hard-nosed attitude ro establisl, whether vou really need tbe mors
advanced features in vonr specific apolication

It 15 useful at nr nennt appdications of interrupts
Many mterrupts are aosooiated with 1 U rounies or relate ely slow devices
such as teletypewnters and tape reader punches, and thousands of num-
compurers service these happily with simple skip-chamn systems Thengs
tecome more critical in instrumcntation and control systems. which must
not miss real-time-clock mmrerruptsintended to log time. to read instruments.,
ot to perform control operations.  Time-critical jobs require fasr responses.
If there are many ime-critical operations or any time-sharing computations.

this et to g the

~
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the computing time wasted in oterheud operanions becomes nterssting.
Somie real-time systems may have penods of peak loads when it becomes
actually impossible 1o service all interrupt requests. At this point. the
designer must decide whether to buy animproved system or which interrupt
requests are at least temporarily expendable, It is1n the latter connection
that dvnanuc piioriy cllocanon becomes useful: it mas, for nstance. be
expedient to mask ceriain wnterrupts during peak-load periods. In other
situations we mught.instead, lower the relatie priority of the mamn computer
program by unmask:ng add nonal interrupts during peak real-trme loads

if two or more nterrupt-service routines employ the same library sub-
routine, we are faced. as in Sec. 4-16, with the problem of reentrant
programming. Temporary-storage locations used by the common sub-
routine may be wiped out uniess we either duplicate the subroutine program
mn memory for eachinterrupt or unless we provide true reentrant subroutines.
This is not usually the case for FORTRAN-compiler-supplied library
routines. Only a few minicomputer manufacturers and software houses
provide reentrant FORTRAN (sometimes called “real-time”™ FORTRAN).
The best way to store saved regisiers and temporary intermediate results is
in a stack (Sec. 4-16): a stack pownter is advanced whenever a new interrupt 1s
recognized and retracted when an interrupt is dismissed  The best muni-
computer Interrupt sysiems have hardware for automatically adrancing and
retracting such a siack pomrer (Sec 6-10).

If very fast interrupt service 1s not a paramount consideration, we can get
ground reentrant coding by programmung nterrupr masks which simply
prevent interription of crirical service routines.

In conclusion, remember that the chief purpose of interrupt systems 1s to
initiate computer operations more complicated than simple data transfers.
The best method for time-critical reading and writing as such 1$-not through
interrupi-service routines with their awkward programming overhead but
with a direci-meinor; -access system, which has no such problems at all.

DIRECT MEMORY ACCESS AND
AUTOMATIC BLOCK TRANSFERS

5-17. Cycle Steaiing.  Sten-by-step program-controlled data transfers
limnit data-wransmission rates and use valuable processor time for alternate
insiruction fetches ard oxecubion: programming 15 also tedious Tt s often
orzravie fo use addimonuys mardware for mterfacing o parailel dan bus
dircctly with the & tal-computer momory dara regisiar and to request and™
grani l-oycw pruses n processor ¢piration for direct trsnsfer of data {o
er from memory (tedlace or eycle-stealing oporanen;  In larger Dimital
machines, and optienallv in 2 fow mrnicomputers (PLP-15), o data bus cen
even access one memory bank without stoppiny procsssor interaction with

other mcrO' banks at all.

—eatmmar

153 Dyviy INTREREACL LOGIC 5-18

Note that eycle siveling in no war distehs the pregram sequence. E.op
though smaller digital compuints must stop computation duning m>mor,
transfers, the program simply skips a cycle at the end of the Sui-ent mzmor
cyele (no need to compleic the current msiucion) and later rosuos ;us‘i
where it left off. Onc do=s not have to save register contents or vthar

information, as with program nterrupts

Migital cu—surar ' A
I
- L5 CMA data ous N ll
] Memary (g—— ;\ [i
hY Ed
Mem;;"—/r“"——- Date RIAD or WRITE
gddress
pr— To
Memary g Dragat Ealt!
S e Praset s
adaress ¢ Addrezs |7 ) {-om

s 3 nw“r,:ry
. gates S as c2
register 1Y - aes _J\T— adgress SELSCY and G2/
T. 2 I

X i v RANSFER :
L2 ENAR, o

P CYoLE - | ABLE | - . |
STEAL L SERVI

REQUEST DATA e

o -t QES central <m(."’__AG) l

rocesser PRICRITY GRANT | 2™ RN TR ‘

. timing ST

SYNC logic CLZAR |

far ene DEVICE !

device FLAG Y

Fig. 5-13. A direct-memoty-access IDMA) interface

5-18.' DMIA Interface Logic. To make direct memery access (UM
practical, the interface must be able to:

I. Address desired locations in memory

2. Synchronize cycle stealing with processor operation

3. Unitiate transfers by device requests (this includes clock-timed transfers)
or by the computer program (

4. Deal with priorities and queuing of service requests 1f two or more
devices request data transfers

DMa priornty/queuing logic 1s essentially the same as the PriOTIly -INterrupt
logic of Figs 5-10 and S-11; indeed. identical logic cards often serve both
purposes  DMA service requests are always given priority over concurrent
mterrupt requests. '

drstasin Frg 5-11, a DM service request {caused by a device-flag level)

produces a cycele-stes? request unless 1t 1s mhibited by a higher-priotits -
request, the processor answers with an zcknowledge (priority-grant) pulse.
flus signal then sets a processor-cincked “ACTIVE™ fip-flop. which
strobes & suitcble memory address nto the processor memory address
register and then causes memory and device logie to transfer data from or

o the DMA data bus (Fig. 5-13). O
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In some computer systems{e.g . Digital Equipment Corporation PDP-13),
the DMA data lines ate identical with the programmed-transfer data hines.
This simpitfies interconnections at the expense of processor ha.rdx\ are In
other svstems, the DMA data hines are also used to hrgnsmlt the DMA_
address‘to the processor before data are transferred T'hlS further reduces
the number of bus lines, but comphcates hardware and timing.

- 3
"—“_’"‘Dmi OMA data bus _ Data
2 N
-4
I -
Memory | READ OR WRITE TRANSFER
SERVICE REQUEST [RESET]
CYCLE-STEAL REQUEST o"7]  (DEVICE FLAG) T l
PRIORITY GRANT control
adress 109i€  "TRANSFER DATA AND

RESET BEVICE FLAG

Timing Ji ‘

§ EnasLe } "CremENT ] oECREMENT
Current- Word [T Multiplexer or
Addrtess address counter r-—-_-> sequence
gares counter RF:r%ET = control (if any)
Address A!'J'\I‘Dlé!EASLS
l i PRESET
INTERRUPT AFTER LAST i WORD
WORD (TRANSFER COUNT
COMPLETED! "I r
—\] Device > Davice
lector 2vi
Digrtal se TURN DEVICE
con?purer Programmed 170 bus ON AND OFF | on chennel
{Data, address, and
[— controt lines} I

Fig. 5-14. A ampiz data channel for automatic block transfers

5.19. Automatic Block Transfers. As we described it, the DMA data
transfer 1s devtce-imitiated. A program-dependent decision to transies data.

even directly from or to memory, stiis requires a programmed instruct;on to
This s baraly worth the trouble for a
Most DYMA transfers, whether device or program
i< but blocks of tens, hundreds, or even

cause a DMA service requsest
single-word transter
iaitiared, involve not swugle word
thousands of data wotds.

Figure 5-14 shows how the simple DMA system of Fig 5-12 may be
Data for a
asynchronously. and the DMA controller wiil
A

S ; onera! ~ v o o pdln(_‘l’
block of words to be transferred will, 1n generai. occupy a corrts?o" i
Successive memory addresses can b

¢xpanded 1nto an autematic daia channel for block transters.

Yiock can arnve or depart 1
steal cycles as needed and permut the program to go on between cycles

38
block of adjacent memory registers.

VR

PSS ERUR IR

O
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-
gated into the memory address registered by a counter, the current-address
counter. Before any data transfer takes place. a programmed nstruction
sets the current-address counter to the desired nitial address; the desired
number of words (block leaz ) 1s set into a second counter, the word counter,
which will ¢ount down with each data transfer until 0 is reached alter the
desired number of transfers. As service requests arrive from. say. an
analog-to-digital converter or data link, the DMA control logic implemenis
successive cycle-steal requests and gates successive current addresses inio
the memory address tegister as the current-address counter counts up (see
also Fig. 5-5a).

The word counter 1s similarly deciemented once per data word. Whena
block transfer is completed, the word counter can stop the device from
requesting further data transfers. The word-counter carry pulse can aiso
cause an inferrupt so that 2 new block of data can be processed. The word
counter may, 1if desired, also serve for sequencing device functions (e g..
for selecting successive ADC multiplexer addresses).

Some computers replace the word counter v.ith a program-loaded final-
address register, whose contents are compared with the current-address
counter to determine the end of the block.

A DMA system often involves several data channels, each with a DMA
control, address gates, a current-address counter, and a word counter. with
different priorities assigned to different channels. For efficient handling of
randomly timed requests from multiple devices (and to prevent loss of data
words), data-channel systems mayincorporate buffer registers in the interfacz
or in devices such as ADCs or DACs.

5-20. Advantages of DMA Systems (see Ref. 6). Direct-memory-access
systems can transfer data biocks at very high rates (10 words/sec 1s readils
possible) without elaborate [/O programming. The processor essentially
deals mainly with buffer areas 1 its own memory, and only a few 1 O
instructions are needed to initialize or reinitialize transfers.

Auvtomatic data channels are especially sustable for servicing peripherals
with high data rates. such as disks. drums. and fast ADCs and DACs.
But fast data transfer with munimal program overhead 1s extremely valuable
in many cother apphcations, especially if there are many devices to be
serviced, To wmdicate the remarkable efficiency of cicle-stealing direct

emory access with muluple block-transfer data channels. consider the
operation of a traiming-tyoe digital flight sitmulator. which solves aireraft
and engine equations and services an elaborate cockpit mock-up with many
controls and instrument displays. During each 160-msec time increment.
the interface not only performs 174 analog-to-digital conversions requiring
atotalconversion time of 7 7 msec but also 430 digital-to-analog conversions,
and handles 540 eight-bit bytes of discrete control information.  The actual
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Event counht
(in memory cell)

Digitel X
computer Overfiow X
{stop or X XX
interrupt) X{X|XiX
——tnd Memory —p -J—x X ,E_v X X
Class wntervals
(Memory oddress READ cemTand
Class -interval g
, address in memary Anclog
Agaress | ADC
—1 gates \3‘ ”
Memory address gt%éR
SENABLE T oERvIcE
REQUEST
- (ADC FLAG)
o SCYCLE-STTAL OMA

L.l Processor REQUEST o control
FRIGRITY GRANT
MEMORY INCREMENT

SYNC

Fig. 3-15a. Memoryainerement technique of measuring amplitude disiributions (based on Ref 6)

time required to transfer al! thss information in and out of the data channels
15 143 msec per tme increment, bat because of the fast direct memory
iransfers,cyvele-stenling subtractsonly 3 2 msecfereach 160 msec of processor
time (Ref. 2)

5.21. Memory-incresient Techuique for Amplitude-distiibution Measure-
ments.  in many mimicomputers, a special pulse input will increment the
contents of a memory location addressed by the DMA address lines; an
interrupt can b¢ venerated when one of the memory cellsis full. When ADC
outputs repeeseniing successive samples of 4 random voitage are applied
to the DMA address hines, the memory-increment feature wifl effectively
penerate 2 model of the input-veltage amplitude distribution in the computer

N
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(hivy %

U VOO SO SS WAW O ooty

Fro. 5135, An a nplicudadise budon dop'a anteined By b medod of B 3-Uas (Digiral

Equepment Carpora*ion )

O

157 IMPLEMENTING CLRREST-ADDRESS AND WORD COUNTIRS 3.23
memory: Each memory address corresponds to a voltage class intersal,
and the contents of the memory rewster represent the number of samplos
falling into that class interval. Data taking is termunated, ofter a prosct
number of samples or when the first memory register overloads (FFig 5-15q).
The empirical amplitude distribution thus created in memory may be dis-
played or plotied by a display routine {Fig. 5-13b}, and statistics such as
-1y x x=Ll% x
n 7 * n oy g
are readily computed after the distribution s complete  This techimyue
has been extensively applied to the analysis of pulse-energy speciry from
nuclear-physics experiments.,
Jownt disiributions of two random variabies X, Ycan be simiarly compited.
It is only necessary to apply, say, a 12-bit word X Yeomposad of twa &bt
bytes correspondirg to two ADC outputs X and Yo the mamory addres
register. Now each addressed memory location wiil correspond to he
regon X, £ X < X ,,, % £ Y< Y. inXVspace,

w1

5-22. Add-to-memory Technique of Signal Averaging. Another command-
pulse input to some DMA interfaces will add a data woed on the I 'O-bus
data hines to the memory location addressed by the DMA addres: hns
without ever bothering the digital-computer anithmatic untt or the proiaa
This “add-to-memory™ feature permits useful linear operations aa Jdots
Yy p

obtained from various instrumenis; the only application well knoswit 4t 7o
time 13 1n data averaging.

Figure 5-16a and b dluscrates an espectdly interesung applcaton of dato

. averaging, which has been very frutful in bological-data redusuon ¢ 1.

electroencephalogram analysis). Penodically apptied stimul pror fuee e
same systemn response after each suirulus so that one obtin, wn ans’ov
waveform periodic with the period T ol the applied sumuli. To puli the
desired function X{¢) out of additive zero-mean random neisz, one adds
X{g), X{t + T), X(r + 2T), . during successive periads to enhapce the
signal, while the noise will tend to average out. Figure 3-16¢ shows the
extraction of a signal from additive noise in successive data-nveraging ruans,

5-23. Empiementing Current-address and Word Countors in the Processor
Memory, Some mumicomputers (in particular, PDP-9, PDP-15. and the
PDP-3 senes) have. in addition to their regular DMA facilities, a set of fived
core -memory locations to be used as data-channel address and word
counters  Crdinary processor nstructions (not YO nstructions) ioad.
these locations. respectively, with the block starting address and wuth
minus the block sount,  The data-channcl mterface card (Fig 5-17Ysupplies
the address o7 one of the four to eight address-counter locations available in<
the processor the word counter s the location following the address countor.

O
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Fig. $-16a and b. S'gna! enhancement by periodic averaging (z) and add-to-memory technique
for signal averaging (b) (Pased on Ref 6)
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Now, successive service requescs steal not vne but three or four cycles sinc
tie processor must increment the two counter locations, and tl,e/ the
sransfer data to or from successive raemory cells indirectly addrasse i
ta: address counter. When the word counter reaches O {from its negauve
initial setting), the processor tssues a special signal wimch s used to stop
further sorvice requests and usually to mterrupt the processor (Fig. 5-17).

Some memory-mplementad data chanaels wi L also permit add-to-
memoiy operauton (PIDP-9, PDP-15). The Honeyweil 316/510 machines
implement a final-address register in memory rather than a word counter
{Sec 5-19) and perinit avtomatic alternation of data transfers to or from two
Blocks of memory focations {swingug buffers).

Memory-impiemented data channels permit aurematic block transfers with a
minimen: of interface hardware since they eliminate the two external counter/
registers plus the circuits needed to preset them.  On the other hand, logic

'J

N

N bd

st .

o

159 FROM READY-VMADE TO DO-IT-YOLRSLLF INTERFACES 524
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Fig.5-16¢. A pertodically retniggered waveform extracted from additive noise through successive
signal-averaging runs  The display 1s seif-scaling, 1 e , ordinate words are shifted cight by { bt
after2,4,8, .repettionstodnide accumulated sums by the number of reperitions  (Unreersiry
of Arizona, PDP-9 data taren b, H M dus)

circuits are becoming more znd more inexpensive, and true data channels steai
ealy ¢ne-third to one-fourtk 1s much processor time as memory-implemented
channels.

SOME INTERFACE-HARDWARY
CONSIDERATIONS

524, From Ressdy-resde ¢ Do-it- worself interfaces. Devics con?_rolisrs
for typical peripheral devices have many common [eatures, so several nunn
computer manufacturers sell standard interface cards. Typr ml device-
controller cards impiement a device selector. bus gates, a reqister. and;or
some device-flag flip-flops and scnse gates  The same card or a second
card may comprise inierrupt logic or a data-channel controller  Some
minicomputer main-frames (e.g., Hewlett-Packard. Data General) have
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Interface
Processor card Device

CYCLE-STEAL
REQUEST

SERVICE REQUIST

PRIORITY GRANT

[~ from and %o

Priorities

(restzrts block, or
starts other work)

In/out fevel

Location of —— ofther devices
starting address
A
4
A
STOP SERVICE
BLOCK COMPLETE REQUESTS
N
\
INTERRUPT /

Command pulse

ENABLE TRANSFERS
(overrides device
selector, it any)

for aata transfer

{/

1/0 bus data lines

[/{ N
B g
N [4

NOTE  Oowvice 15 usually mitialized through a
progracmmed instruction

Fig. 8-17. With gata-channel address and word counters implemented m the processor memory,
data-channel operanon requircs only a simple interface card contaiming priority queuing and
address logic bike that 1n Fig 3-10, but each data transfer steals three cr four processor cycles,
not just one cycle

special slots for interface cards. In other systems, a substantial portion of
the interface logic 15 physically associated with each device

interface logic, all the way from sumpie data-transfer and sensing logic to
new and special controliers, dispiays, and accessory anthmetic units, is
remarkably easy to make from commencally avaiiable logic cards and/or
socket-mounted integrated circuits.  Several manufacturers sell logic and
related aralog/dimital circutt cards {ADCs, DACGs, electronic switches,
amphfiers, power supplies), plus very convement mouniung hardware,
enclosuzes, panel switches, indicators etc (Fhg 5-18)  Tranustor/ transistor
logic (TTL) interraces natnrally with most mumcompuiers. but gh-noise-
mmmwnity fegic (Vioterola HTL. Digital Equepment Corporation Ke-series
cards) should be consideccd for high-nese environme ats . these circwts have
larger logic-level swings and arcintenticnally slower o reduce the possivility
of randor-noise triggering

~
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Fig. 5-18«¢. Much of the interface logrem tins Hewleti-Packard 2100A system 1 or 1 21

S iACTaTes

supplied interfacz cards plugg

ed mto the processor chassis

Hewlett-Packard Corpor vtian

We recommend wire wrapping with a simple “squeeze gun™ (Fig. 3-1%¢.
rather than soldering, for convenient and relizble connections exc-:r;t for fast
emitter-coupled logic {(ECL;j and radio-fiequency arrcuits. A very hittle
knowledge of digital-logic design goes a fong way (Table {-5}, but ifxo‘u haie
problems, we suggest that you hire a graduate student from the nearest
electrical engineering department part time.

§-25. [/O-bus Lines and Signals. Party-line I/O buses (Sec. S-1} are
usually “daisy-chained” from device to device through male female
connector pairs, with a suitable line termimation plugged into the last femals
connector.

. Figure 5-19 shows some typical bus circuits. Most minicomputer TTL
lgterfaces employ open-collector integrated circuits (gates or amplifizrs) as
line drivers (Fig. 5-19a). Ofi-the-shelf ICs not specifically designed as line
drivers may require testing for voltage levels and rise times Ordinary
gates used as line receivers may also have 1o be tested for safe lonc-levol
thresholds. It 1s surely best to employ special drivers and receners
{(perhaps even push-pull drivers and receivers. Sec. 5-26). but this may not be
necessary for saort buses.  Jf in doubt, use special cards supphcd' by the,
computer manufacturer. '
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Fig. §-1Ph and ¢, Logic cards, recepircles and » Goardner-
Lomerade maucomputer interface systents

Denoor wue-tio p tool for assemblimz
1Owgital Equtpment Corporation )

With wiring delays (at cast 1.5 nsec/ft) of the same order as logicrise times,
transmiss:on-line reflections must be considered (Fig. 5-20). “If the power fo
each dovice on 2 daisy-chained bus can be tuined off sep arately, the interface

designer must make sure that this will not affect proper oporation ef other
devices (see also Fgs, 5-19 and 5-20!
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Fig. 51%a. GCutpurt stages of an cpen-collector, myverting TTL bus driver and its eganalent
source impedance
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Use Lines whose charactenstic impedance Zg is at least 90 ohms (93-ohm
cozx or 100-ohm No. 26 or 28 twisted parr. about 20 turns/ft), with ground
reurn,  Flat cable, with signal conductors separated by ground returns,
and possibly with a shiclding backplane, 1s very convenient, especially for
short (below | to 3ft) cable runs. A diode or Schottky-diode reverse
termination at the output end will Iumit negative overshoot; follow the
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Privas - Ceuice, racever
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Fig.. 20, A series-terminated: ransmussion: line The effect on the driving circust dees not
change:when the.recerver power supply 1.turned off. T 1s the line-propagation delay’

computer manufacturer’s recommendations. Do not¢ use flip-flops as line
drivers:.

I/Okbus logic: levels are nor usuaily the same as standard logic levels but
will depend. on the ous systern and loading. Note'in particular that many
minicomputer I, Q buses are driven by amplifiers or gates which invert logic
fevels (e.g, Frg. 5-19%a).ie., bus signals corresponding, to fogical I may be
LOW voltage (“ACTIVE LOW * signals). Cheek your interface manual,
which will also specify the load each bus line can drive under various
conditions..

226, Moise, Faterconnections: and Ground. Systems. Digital-computer
interfaces are very oftem connected to sensitive’ and accurate analog,
instrurnentation and' computing circuifs.  Digital-system noise, especally
hi;;haf; quersy sorkes and pulse ningiag, cdn cause very abjectionable noise
! ﬂaiug erreutts via grourid currents and radiatonm.  This can be'true even
theagh yedipital cireuits themselvesiwork well within their norf*-lmmumt)
L. ;ransts or/trinsistor logc {1 TL) 2nd diede/transistor logic (DTL),
wisk et Garsk eround-gurrent transients and refativaly high cutput imped-
arices, dre bad ..f?mxds?:; o ths respect. Tidtior soupled (ggic (FCL) Hag
near-CINsiant Sround e, {evuy im‘v"!aww artd Inw Gupat Tinpedarices,

: \ [P & )
»‘Aﬁdlll»d“‘ﬂu‘ g “\'1;,,!'01%1: e a“vw'n«-r mlanalop/d.gitelchans Dizllally
contraliesd ay Pna-fo-taafor Convaticls,
Rold arcus, .f".". JeRt-Ree ST Dy dengnen Ly R TV Hiaswle
CORITIRT G @l )
T oI sems o T B ST P & STy
Ground-syss gics oL Lo vl S B CrusE sEnious

T o TR ] & AR SonEENIEY ST € ST e = X

165 NOISE. INTERCONNECTHING, AND GROUND SYSTLVIE 5-26

problems. A good earth ground is not always easy to come by, and the
power-line “industrial™ ground should be used for ac return only. To
minimize common zround impedances within a cabinct or subsystem, it 1
best to select a sir:": comman grovnd point and to return ali siznal. power,
and chassis grounds separately to this point. which is also connected to
earth ground.

Unfortunately, this simple technique may not work whea we must ground
widely separated subsysterns interconnected by signal lines (e.g.. a dfguaf

Oig tel systes O.gtal arg ergiag 202, o3

. Oitferentizi
______ lina raze’ e
i S.gnali hire —

S grav-graund -raturn b . 5
. . }\ y grai-gre L,P raturn hing T b7//‘,\ -
Digrial-systen| i S\ \ Shied SAEN e
ground: "y ] 7 / \\ N,
(power aod = : ’l_ i At
sigral grounal Il I‘ Chasses ol SRR A S0 v
' . Fower bt grounc Power b oo |
supply !f ' spply |1k suoi’y |
v J
B
3\ Carmemgr :
| Commaon ground — sraure i
! /-\\
18
Eerth groued == et T Rartn 4ouoe
ground laup

Fig. 5-21. Interconnecton end grouccing of two typical subsysteras  Dhferential ’nm Teur any
cancel common-noede giound-loop and other disturbanses  &n even better e Yol 1L 0w
pishi-puli Lre racerers ang' bne driverc without any ground returm beteeon  r=iealeris
Radiation frorvdigrral cireuats s sull a problem Hee also Table 5-2) Sardi-ground go 10 rans
required for electrical safety. may need shielding  Power-supply ac upets may nes! cadloe
frequency filters. and power transformers may need electrostatic shizlds.

computer and an analog subsystem 40 {t away). We will then give each
subsystem a common ground pomnt and try to keep ali power-supply ioops
within each subsystem. But if each subsystem has an earth ground (often
required for elsctrical safety), then we have a ground ioop enclosed by tae
ground connections and each signal wire. Such inductive loops wili pxck
up and/or radiate noise (Fig. 5-21) The best way to fix this 15 to u
differential {push-pull) signal transmussion or at least differential sgr B
teceivers, wiuch will cancel ground-loop noise and other distucbances
comn i to both differential inputs (Fig. 5-21: see also Table 5-1j

i electrical safety is ne problem, we may orit one earth ground and
¢ the subsystem grewnds throueh 2 ground return hine (n the
bie  Shmakcable hisids Mot secsr carry ground currents. they
gr surid af the source end  Eten so, we mdy
dLrough leekage rearstances andoapacitinces.

O

ﬂ&
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Gr-t 50n-2 p’ ° [Electromc switches
4 f X X 4 4-Yirever\ Sy
Oy e o 9 e o ¢ the~-flop reqister
AN N 'lf 1)L
T IE -E
Reference voltage
{a) .
Raterenze voitage
FLE
Ang) put X4z zconst X
3 og ipy a o Digal-to-
+1 1= aralsg
convarter
Voltage
comparat S
omparator 1 3 y Digital output
Xp
Legec output = 14f X < Xy : CONVERSION
Legic """ COMPLETE ficg
?
e START CONVERSION
(5)

Fig. 5-22. Ladder-networh digital-to-analog converter for converting 2s-complement binary
pumbers (1) and a feedback-tspe analog-to-digital converter (b) (Based on G A Korn und
T M. Korn, Electronic 4ralog end Hybrid Computers. 2d ed . McGraw-Hul. New York, 1972)

Table S-1 summarizes general rules for minimizing digital-circuit noise in
srezlog subsystems.

You must consult the interface manual for your specific minicomputer in
every case to check on-

The specific interface-logic schems employed and details of its operaticn
and tirung

Special I/O instructions used

Tolerances on logic levels, rise tmes. pulse-tming permissible circuit loads
{fanout), tota! bus lengdh, ete.

Integrated-circust modules recommsanded fer interfacing

Whether the power to indwvidua] devices can be turned off without
aficcting ihe rest of the system

Duiflerent manufacturers employ terms like multiplexer channel, data channel.
and seflector hus with completely diffierent meanings.  Each of these werms

O

TABLE 51. Checklist for Minimizing Digital-noise Fffects in Comtined An:lng
Digital Systems (bas2d on Refs 18 and 21) ’

67 F/O-30FTW ARL REQUIRFMLNTS

"
[ V]
-~

1 To red.ce the digital rotse at s source, avoid long Lines which are not carefully term nated
and.or clamped to prevert ninging  Consult the apphcations manuaw jor the t.pe of loge

- arcuits used  Wrhes from cach aireut should fan out not contau from poat o point |

2 It is important 10 heep o ~uch of the d gua! poise av possiblz v iilan the digual-circut cards

and out of power-suppl w- dgrourd circuwsss srd s ke die o 2oder out of the analng circ ¢ s

as best pessible. For s reason, every digiral and analeg ¢ reut card should have

decoupling circuit on each power-supply line A ground plane cught to bz us:d on each
card, not so much for cicctrostatic shiclding as to reduce thz areas of indrcrive loors

Laminated power-suppl, buses also help with decoupling

Dhgital ground returns (which ect as transmuthng artennas ') should be Xept separate and well

away from analcg ground leads  Itis,in fact, a good 1dea to keep digital and analog circuits

i sepaiate shielded enclosur:s and to operpte their nower supphies from different phases of

the three-phase hne, with RF filters in each ac lead.

4. Where a digual coriputer is connected to a inhage or analog subsy stem, we must avoid returning
any digital signals through tie coramon ground It 1s best to use push-puit ine driiers w.th
twisted and shielded hines 1nto differenrial line recewvers, ar at least differennial line receve-s
fed with the digital signal and digital ground-return lines  Balun transformers have also
been successiully used tc replace actual differential ines  Slow logic signals (below 20 10
100 kHz) can be 'selated by light-coupled semiconductor switches

S. Finally, make sure that ali operational amphfiers and other analog fzedback circuits are
equalized so as to avoid high-frequency peaks (which cause ringing when excited by draital
noise).

With all these precautions, it is possible to keep digital noise on analog circuits befow 5 to

10 mv peak to peak.

bad

could refer to a multiplexed I/O bus (Sec. §5-1}, a party-line I/O bus (Sec. 5-1),
or a direct-memory-access interface (Sec. 5-19).

ELEMENTS OF INPUT/OUTPUT SOFTWARE

5.27. 1/O-software Requirements. We have already exhibited some simple
I/O routines in Secs. 5-8 to 5-15 (see also Table 5-1). Most practical
applications will involve multiple data transfers: a program may need an
array of 1,000 ADC reacdings in memory, or one may want to print a 72-
character fine taken from a list of two-character 16-bit words. Storage
areas for arrays thus intended for [0 are known as bufTers.

Since external devices usually process data at rates diferent from that of
the program, we may have to prov.de intermediate siorage in the form of
two or more buffers i memory so that. for instance, ADC readings can be
recorded n one ar v while the poorse - » on earher readings i @
second buffer. We can thon ace chiange pugiers (by changzing ponter
addresses) when the processor or the ADC 1s fimisned with one array: «f
necessary, three or more such buffers may have to be provided

We can now discern requirements typ.cal of input/output programming”

1. Practicaliy all input/output routines require careful programming of

interrupt service,1.c ,of prionties, masking. register savingand restoning.

<
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etc. (even DMA block transfers are usually terminated and reinitiated
by interrupts).

2. These interrupt-service programs must also manage assignment and
reassignment of buffer areas so as to avoid interference between data-
processing and I/O operations.

3. Numerical-character I/O for numerical computations is necessarily
associated with foermatting routines relating numerical input or output
data to binary fixed-point or floating-point number representations
used in the computer. Character packing/unpacking (Sec. 4-11) is in
a similar category. Formatting and packing’'unpacking are not
themselves I/O operations but are often combined with I;O.

4. In addition to this, input/output programs often include error routines
which advise the programmer of incorrect I/O requests (e.g., calls to
devices which do not exist or are assigned to other jobs), parity errors,
etc.

As a result of these requirements, input/output programming always
involves an ugly amount of tedious (but important) detail, which has little
to do with the computer application as such  To relieve the computer user
(who would like to concentrate on his applications programs), computer
manufacturers furnish “canned™ 1/O and formatting routines and special
system programs which make 1t easy to call 1,'O-related routines from user
programs.

8.28. Use of FORTRAN Formatting and /0. Most readers will be
familiar with FORTRAN formatung and I/O statements like

12 FORMAT (E 10.4)
READ (2.12) X

where € 10.4 calls for a floating-point conversion, 2 is the number of the
peripheral device to be read, and 12 refers to the associated FORMAT
statement. Unformatied READ or WRITE statements like

WRITE (7} X, ¥, 2

call for input or output of the listed quantitics 1n binary form{e.g., for ADCs
and DACs).

Mimicomputer FORTRAN compilers recogmize such statements and
automatically gencrare the appropriats formatung and I O rounines without
further ctlort on the part of the programurer  With prozrams wrnitten in

assembly ’anq‘mjm the wasiost way to produce formatted nunerical mput/
output is still m m\ . the g.Sm,an langunge program o e short FORTRAN
program f{or VOGRIRAN LO (See. 42200 The time wensumed by the

{un<cen, but qmta fornudy :,a\ FORTRAN-gener aod T ornaiting and VO

O
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routines will rarely bather you with slow keyboard/printer 1O, although
you might notice the time lost with aiphanumeric cathude-ray-tube displays
supervising real-time computations.

5-29. Interpreter-program Formatting and 1/O. Interpreter systems (¢ g.,
BASIC and FOCAL, Sec 3-8) include formatting and 'O commands uszd
much hke the corresponding FORTRAN statements. plus special commands
for simple cathode-ray-tube and plotter graphics output. Several mini-
computer manufacturers supply special versions of interpreter systems <u~'-\
as BASIC with greatly enhanced ;O capabilities for “‘conversational™
programming of instruments, test systems, and process controllers (Scc.
7-3). Suchsystems are extra convenient, but their range of applications may
be restricted.  Interpreters do not generate relocatable code which can be
combined with other programs, and execution may be slow.

§30. /O at the Assembly-language Level: Device Drivers. At the
assembly-language level, 2 complete I/O operation is calied as a subroutine
known as a device driver or device handler. The most important drivers
implement block transfers, and any one device driver can wvolve all or
most of the I/G-related jobs listed in Sec. 5-27, including formatting  The
same peripheral device (a paper-tape punch, say) could have twa, three. or
more associated drivers for different jobs or formats (e.g , binary and ASCII
output). '

Most device drivers involve interrupt service and can, therefore, be
separated into two sections. The initiator subroutine reserves bufer space
in memory through pseudo instructions like

BUFFR «BLOCK size / Saves SIZE locations
/ starting at BUFFR
initializes buffer pointers, and prepares a peripheral device by clearing flags,
setting control registers, and checking status.

The continuator section of the device driver typically mitiatzs data transfec
{e.g, START ADC CONVERSION or ENABLE DATA CHANNEL) and
returns to the mam program to wait for an interrupt. The continuator
section of the device driver also comprises the interrupt-service routing(s)
needed for data transfer and/or 1ts termination (as in DMA block transfers,
Scc. 5-19). Both initiator and continuator routines will, 1n general, have
exits to the main computer program and to error printout or displav sih-
routines (in case we have called for a nonexistent, illegal. or unready device:
if there iz no buffer space left. ete)

Frequently needed device drivers (e g.. for reading and printing a hne of]
texi. reading and writing ASCH and binary tape records. ete ) are practicatly
always furmshed by the computer manufacturer as library routines.  Com-
picte dovice drivers for spooific systems, wncluding some DMA drivers-
will Be “ound i cach nunwompuier manual.  They can often be used as

O
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TABLE 32 Typical Minteamputer Ponpheral Deviecs and T O Iastruciions {see alse
Sces 310 314 and 79y

P sovene

79 R AT I = S s ST
e

{ PAPER-TAPLE READER. PAPER-TAPE PUNCH. KEYBOARD. TCLEPRINTLR

Each of these electromechamcal character-handling devices has an 8-bit device register
(ckaractes buffer), wiuch can be read or foaded by 4 processor I.Omstrueron But each such
datu transfer must wart untl completion of a sefatively slow electremecharn cal reading. puncn-
1ng. o panting operatien s stgnaled by a device flag (fip-flop) via a sense or (nierrupt fine
Typical instructicns are -

I CLEAR DEVICE FLAG/OFERATOR ON NEXY CHARACTER dlears P2 fay und permiis the
device register to recenve of transnmut a nev character through electromz2chamcal operations
sshift 8 bats inio device register from keyboard 1f a hey 15 struck. read and advance tape,
punch, print)

2. READ (LOAD) DEVICE REGISTER 2 fust, all-electncal data transfer to or from a processor

accumulator

. SKi? ON DEVICE FLAG used to implemznt a skip loop as in Sec 53-8 for noninterrupt

operation

4. Two or ail three of these iasiruciions can be combired into a single 1. Q instruction employing
two or three IO pulses (Sec 5-3).

A

Special contsol characters control special telepnnter operanions(tab. line feed, form feed, etc )

8. MAGNETIC-TAPE TRANSPORTS (sce also Sec 3-10)

‘Tape-transpert-controlier logic “repacks™ 2- to 18-bit computer words mnto 7-bit or 9-bit
tape words, adding e\tra parity bits as needed. Binary or charactzr formats can be selected
through processor instructions

Data transfers 10 and from magnetic tape are usually direct-memory-access block transfers,
so the controller has a current-address counter and a word counter (Sec 5-19). which can be preset
by processor instructions. Since tape kecps moving once a transfer is imuated and may
transfer as many as 50,000 bytes,sec. the tape-transport coniroiler employs double buffening
{Fig 5-4d) between tape and memory  Only one transport at a ume transfers data, but others
can wind or rewand at the same time.

The coniroller has a control register (Sec 5-4) whose control bits 4re set by processor instruc-
tions which implement (and possitly combine) functions hike

Write (read) forward
Wnite (read) backward
Rewind

BRackspace

Advance to end of file

Select one of 4 to 1€ iransports

Selcet hinary or character format

Select tape speed

Sulect record density

Wirite end of file

The current-address counter and the siatus of the control r2mister 2n 3'50 be read by processor
witructions I addition, tape tran:pon fag fip-fAops can be sensed or cause mntsrrupls to
decect condition= such as

Transoort not ready (no poaer, 10 tapel End (or beginnuag} of tapz
Transport busy Panity or check -sum error
Word-couider overfow

1ELC-Tape Giver routines are usually suoplied as part of suste~ programs (Sees 3-12
and can e gute comphieatad since hardware and proz-e » =il respectively, check

taad longitudingd pants (See 3-10) The controller can * retr, 7 rexding or wnting when
3 .anly ereor accurs

T, FIXED-HEAD DISKS AND DRUMS

A dnk wr & wn rotates connnuousiy

desrmiting gward bits) s recorded serid/lv along numbered trach s,
Each memory location on a divk system (disk wdive

}
;
5
B

Each comnuter word (plos 2 panty bit and word-
a4 th one read/wrnite head o

o~ speofied by ats dint

cath track

>

O
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FABLE -2, Typical Minicooputer Peripheral Dovices and 1/O Instructions fsee also
Sces 3-10 3-14.and 7.9} (Corncnucd)

iumber, track numirer, and segment address  S2gmrent aadresses are prerecorded on an addresy
mrack, each segment addrass 15 read before the corraspording words pass under the road, 'write
heads

Data transfers {typrcally ~0 00D 1o (80990 ~oids o0t are DNA block translers v 2 disk
buffer register, which buflers =« <t regscer Pt ng tne paralict senat or seral/paralisl
COnversion. 28 & eyrrent-address counier and a word counrer. Wh Uk can be
preset by processor instruct.ons (Sec 3-19)  DMA word-transfer reques® pulses synchronized
with the disk rotation are derved from another prerecorded treck Al prerwcorded tracks are
duplicated in case one gets damaged ‘

A typical disk may have 128 data tracks, with 2,643 word 'ocations and an end-of-track gap
on each track  Word sequences can be wnitten or read consecutively along a track, smr:h_mg
te thie next track when the end-of-track gap 1s reactad (“spiral” wriing or reading) Ifaslower
data-transfer rate is desirable, the controller can also read every other word, or every fourth
word, along each track, so that words are effecuively mterleaved

To imtuiate a data transfer. programmed nstructions set a disk controf regisier to WRITE or
READ and preset the currenr-address reqister, the word counzer, and the dish address register
The latter (which may be a two-word regster) specifies the disk. track, and segment address for
the first word of a data block. When the segment address matches that read on the address
track, the disk controller initiates the Block trarsfer, which stops when the word counter ruas
out; this will also cause a program interrupt (Sec 5-19)

Besides WRITE and READ, disk systems have a CHECK (COMPARE, SEARCH) mede
which compares a word set 1nto the disk buffer register with the word curreatly read from the
disk inio the shift register, and which sets an interrupt fiag when the words agrez. This modets
used {or checking purposes, and can also find words on the disk

Other .nterrupt flags detect pariny errors. mussing prerecorded-irach buts, illegal addresses, etc
Front-panel write-lock switches can protect selected tracks from overw niting, e.g , to protect
system programs.

D. REAL-TIME CLOCKS

Timing pulses needed to relate computer operations to real time are derived cither from the
60-Hz line frequency (50 Hz 11 Europe) or from a 10-Hz to 1-MHz crystal oscillator (clock
ascilator); counter fip-flops vield submultiples of the clock frequency, as desired. Timing
pulses can be started by an externai gate signal or by a programmed mstruction setiing a control-
register bit (Sec 5-4), or the clock may run {ree

Timuag pulses are counted by a clack counrer ¥ the clock counter 15 initially reset to 0 by a
programmed { 'O instruction, the count wilt be preportrenal 10 elapsed 1ime and can be read by
the computer program when desired  To mark ¢ preser ime wmitertal. we preset the clock-
counter recogration gate (NAND gute. see also Table 1-8a1 which detects when the counter
reaches 0 after M clock pulses.  The gate output then mizrrupts the processo- (efock mrerrupt)
The enswing intzrrupt-service routne performs whaerar imad operation 1s wanted ard can
reset the clock counter to repeat pertodic (icles

In many numcomputers the cocd counter 15 not a fiup-flop reg ster but an e ropronrable
memory lucation {fmentory sincrement techmsque, See 5-211

£ DIGITAL-1O-ANAI ™G CONVIRTERS

The mo.t commonly usey digul-ro-an tlog cor terrers {D £ ) are resistance actworks whose
output voluige or current »s deternad by an analog mput ireference olrag< ) ard a doaitai
numbzr set into the DAC fip-flop reg ster Fach regaster bit controls one of rhe electropie
swateres (b sueeches). which rogerher deternune the rortect output As 2 typreal example. the
ladder-neworh GAC of Fig 3-22q 15 dewigned to comvert Is-complemi ni-coded binary aumbers
(Tahles 1-1and -2} inio positve and neganne analog output - Comvertors for many other codes
teg BCD. Teble 1-4) exist(Ref %)

[ 1o or more DACS must be updated srwltoreously (as i cathode-ray-tube displns, See

b
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TABIF 3.2 Typsal Manicomputer Peripheral Devices and 1O Instructions (see also
Secs 10 04 ond Ty G it

7-9. or analog hybnid compuiz-si. the double-buffering scheme of Fig §-34 permuts individual
loading of DAC bufler registems Al DACs can then be updated simultanzously through a
programmed instruction produc ez 2 common transfer pulse  If one must service more DACs
than there arc readily avar'able I O addresses, DAC addressas can be entered as data words into
a control reaister (DAC addrevsrey it

F ANALOG-TO-DIGITAL CONVERTERS

Analog-to-digital comerters ( 4DCs are discussed in detailin Ref 18 There are two principal
types  Many dfgital voltmeters emoltoy analog-to-time contersion 1 e (the START CONVERSION
command causes a binary or decimal counter to count clock pulses while an analog sweep
voltage varies between a reference voltage level and avoltage level proportional to the unknown
input {or, in the mare accurate rregratag conterters. 10 a tme average of the input)  See Rel
18. The count then terminates and the CONVERSION COMPLETE flag level goes up, the
counter can now be read by the dignal computer 8- to 14-bit precisren 1s possible, with
conversion times between 0 3 and 300 msec

Faster binary ADCs employ the feedhack primciple illustrated 1in Fig 3-226  After the
START CONVERSION signal. digital logic tries 10 set a DAC regisier so that the D 4C output
approximates the unhnown aralog inpur as closels as possible A voltage comparator (basically a
high-gain amplifier) produces logic 1 output if the companison DAC output 1s too large, and 0
otherwise  The most commonly used ADC feedback logic successively tries the sign bit (with
all other DAC bus at 0), then the most significant bit, etc (successie-approximation 4DC)
This requires n voltage comparisons for # bius.  The CONVERSION COMPLETE flag gocs
up, and the ADC output can be read from the DAC register when the comparison voltage equals
the unknown mput within one-half of the voltage step deternuned by the least significant bt
Up to 15-bit precision 1s poss:blz. but that may require 3C to 50 psec, 1 to 20 usec 1s typical for
8- to 12-bit precision

The ADC flag s reset (clearady by the READ Apc mstruction and/or by the START CONVERSION
nstructton or timing pulc

An ADC often serves multple analog channels through an analog-switching scheme (relay or
electronic aralog multiplexer)  The multipleer address s determined by a control register
{mudnipie xer addi ess register). wh,ch may be set by the digital computer or can be incremented to
scan successive input channels

Because of the fintte ADC comversion ime. accurately tmed samphng of time-vanable analog
signals may require an analoy sample-fiold crrctie, which holds the desiced analog voltage sample
tong enough for corsersivn (Re” 1S)

SNOrFE Other important and smteresting peripheral-inicrfice systems drscussed 1n this book are
cathode-ray-tube display s (See 7-81 and communication-sy stem mnterfaces (Sec 7-14)

models for new or modificd drivers  References 10 and 11 give detailed
1.

instructions for writmne drivers fitted to Hewlett-Packard computers and
operating system

8.3i. faput/Output Control Systems (IOCS). (a) Subroutine Calls for
Device Drisers. The subroutine calling sequence for a device-driver
mitiator (which mway z2lys pass paranieters 10 1(s conunuaor) must transfer
device nuinber ond funcion, bufller ecatbon(s) end sizefs) and pointers to
error routings. srnphiy and suunderdes calls for L O operations and to
simplify assignment o7 2ovees to diflerent tasky {Sae, 52307, (e better msmv
COmpULer $3-1ems wowrnordaid char devies-dover ,ebm.rvh 0o a specuil
system progrant, the input ‘ovint centrel system FOCS, which s usually
urnished as part of o mion 1 or executive systa o (See 312)

173 FNPLT QUIPLT CONTROD SYSTEVS (1005 5-3}

With JOCS, the device dewvers o the TOCS Ubrary are never called
directly. Instead, user programs requesting /0 call on a single master
subroutine, 10CS. whose four-word to eight-word calling seguence specifies
device, functions, formatting (if any), bufler(s), and error e,

JUMP AND SAVE 1GCS
{device/function,; format code)
{address of error routing)
{bufler stariing address)
{buffer size)

The proper codes to be used will be found in your minicomputer manual
The !0Cs subroutine puasses the information in the calling sequence to
the appropriate device driver, calls its imtiator routine, and returns control
to the calliag program  Interrupts which occur during or on terannstion
of the transfer are processed entirely by the system: no wmierrupi-handlig
subroutines are required in the user’s program (Ref. 10}.

With such a system, the user program requires only 2 single :XTERNAL
reference (Sec.4-19)toi0cs forany and all drivers.  Someoperating st atems,
however, save core space by requiring a list of the devices or drivers “,,wa‘h
used, e.g.,

s EXTERNAL t0Cs 2,47

so that the loader need only Ioad the device drivers which are actually veed,

NOTE To make [OCS practical, the assembler used must permit cxtersd fovage o
1OCS. or else the 10cs subroutine and the associated device drivers musy be supphed by e
assembler itsell just as some FORTR AN compilers supply their own L'O poogr trrmny syste

(b) Buffer-status Management. In connection with approprinie device
handlers, an input/output contrcl system aiso maintains st words
which can specify not only device status but also the buffer(s) currently
kept busy by program or devices. Special TOUS- subroutine calling
sequences or IOCS macros can read these status words for use by the user
program. We may also have spectal IOCS subroutines or macros (e.g
sWAIT m, n) which stop the user program until @ required buffer 1s free {thb 1S
analogous to. but not the same as. a skip loop waiting for device readiness).
More elaborate device handlers may do such buffer management auto-
matically

(2) 1OCS Macros (see also Sec 4-21) As a further convenience. the
farger minicomputer input/output controf systems replace each t0CS
subroutine call and 1ts elaborate calling sequence by an 1OCS macro, such 4s

SMWRITE g, b,e.d
>READ ahocd -

where the arguments 2, b, ¢, spocfy desice. functio

< <

1, for@. bufler, and
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"

error exit  Assembhv-language 'O programiming then approaches the
simplicity of FORTRAN ['O. with various optional tradeoffs hetween
programming flenibilnty and simplicity. It is, for instance. possibie to
standardize buffer sizes so that they need not be included as parameters.

(d) Device-independent 10CS (see also Sec. 3-12). Good input/output
control systems perami device-independent proegramming; @ ¢ . user programs
refer to each peripheral device by the logical device number to which a
physical device (identified by a physical device pumber, name, or code)
i3 attached through program statements. Device-independent [OCS
will, of course, let us reassign multiple simuiar peripnerals such as taps
drivers, but it does more. Through simpie device-number reassignment,
an otherwise unchanged program can, {or instance, either process real data
from a coramunications interface or be tested with analogous data from cards
oriape;or a comptler can accept source programs from paper tape, magnetic
tape, or a disk.

Davice-independent IOCS sabroutines or macros do not call device
drivers directly but reference a device-assignment table which assigns a
phiysical device number to each logical device number. The user sets up
his own “normal” device assignments for system programs (monitor,
assemdler, compiler, debugging program, etc.) when the computer system is
first put together; most computers have a special conversational pgogram
(“system generator”) for this purpose. The *“normal” device assignments
are reestablished whenever a system program is first loaded, but the user can
change device assignments through special commands like

3 / Teleprinter becomes
[/ logical device 3

«ASSIGN TTYO

"E'hc user can also request printout or display of the current device assign-
=nt table.

5.32.  Discussion. A conven.oat input/output control system permits the
usar to concentrate on his appacatiens program without having to bother
ih the massive detail involved 1n 1O, bufer managenent, formatting,

a6 packing/unpacking operauions  [CS i= an indwspensable part of

noaern eperabing systems which make & simple to store, retrieve. load,

Gruizine, and exccute moavlar programs.  The zlaborate device drivers
anid muluple suvreutine catls ofan FOCS system do exact a price incompntiaz
Loz in the most ame-critical applications, users may have to write
siaphified device drvers and hsert them into thewr own programs.
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CHWPTER 7

4 SURVEY OF ] 7
MINICOMPUTER APPLICATIONS

INTRGDUCTION L
In this chapter, we Wwill try t;) ()iutlipe 't]'h?b?io;tlll?;%?lgtta:ts(t:;‘:‘eg:ne‘; }(;err:x::;
201 licatioris. The list in Table 7-1 15 just a startef. = r
fi?gs;;;el;}?\fliands of hﬁplicatioh§, and ﬁldié ’ne»y apphca»ulc‘)n;ig:v:lrzz
gvery day. A detailed. useful exposition of ‘eac_h‘ma‘_](‘).r apfpt{lce ‘o‘n; e
would fill a Book in its own right. ThlS»lS Frug ‘m.)t pecausg ° 1 (;: pf el
hardware and programs but because l'anrl)f soptﬁuis'txc‘a.tev:d kpow € gr;::1 c;etely
applications is required. If) mini;owpl{ter applications were comp
sifriple; they might not need thé computet.

CONTROL; INSTRUMENTATION, TESTING,
AND SUPERVISORY APPLICATIONS

1. Séque’n’ciﬁg, Tifing, and ‘L’qgic.‘ ?rocess-c.o'ntro! apphcgtggsq ::
minicomputers rely on their ability.to f:()mnwn’lgate'nflexpe‘r_lslv t\ming
{esibly with exterral devices. Inthe xrr}porta_nt cLdss ?_f seq\vjer‘u_:mg(:o;nm‘i;
and logic applications needed tocontrol li}alt?i‘lal-hflndx-ingSystentl(f, 0 min;_:
operatiofis, banks of élevators, psychologica! exper‘nmcmf. 1em:,d valve,s
computar contrels d:s rete outputs. such as Felny clo:’ur'es, .-.lo 'ed o Comro;
stepping motais. lights, etc., usuall}i ‘;hrl'ough. progmm- o }01]1 e
fepistars Szc. 5-4). The Computer dccepis discrete 1nputs rd VOH'W&
switcHes, pu’s‘h putions, and assorted temperature, pressure, an ag
sensors through sense and interrupt lincs (Sccs. 5-8 and 5-9).

2tG

O

Thus hst of mimicompuater uppi

O
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TABLE 7-1.  Examples of Yinizomputer Applications.

by General Automation. Inc,

2u0s—-by no means an exhaustive ist—was compiled
Anghaim, Calbfornia.

e
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MANUFACTURING

PRODUCTION MACHINES

Controls and monitors v _aii¢c and man-
ually operated product’ . iachines at &

higher sustained efficiency .otz Monitérs
the aclual piece-count précuction and
machine status and signz!*  out-of-limit
conditions as they occur  Endbles correc-
tive attion 3 be takén 1mmediately
PACKAGE PROCESSING

Controls high-speed packaging equipment
anJ prevents thaccuraté of onand bréak-
do¥ns Controls the speed of thé filling
device And the amouni o7 product in the
package to be filed; ahd weight éach package
accurately

SHop-FLGOR Contaot Data

Provides dn econs:iicd data collection system
for shop-fioor contral vahdanon of ship-
meénts, monitoring and testing of goods, and
the staging of goods for preducsion monitor-
ing of plant facihties, monutoring of the
attendance, productivity, anc the effictericy
of production pérsonnél; dnd direct dis-
patching of jobs 1n a predetermined priority
sequence.

INDUSTRIAL TESTING SYSTEMS

Moiitors and controls complex testing
sequencés 1n an industrial testing system.
Operations includé’ product idzntification,
selection of test sequence, calibration check
of test equipment, automatic handling of
umts during testing, source coliection and
analysis of test data, accept/reject determina-
tion of testing umits, and priatout of test
resuits

AUTOMOTIVE

InTERVAL COMBUSTION ENGINES .
Acquires data recorded from sensors attached
to the internz! combustion engrne  Maus-
ures water temperature ™l temperature
RPM speed. torque. otl - “essure =2thaust
temperature, mamfold pressire. and trnung

AUTOMOTIVE EXHAULST EMmission

identifies  vehicle for record purposes
Analyzes samples of exhaust gas components
durmg the test cycle  Computes the con-
ceniration and/or volume of cuch monttored
gascous constituent and corpiles a test
record

ProvucTion TESTING N

Procides Gnciing alalysis of automotii®
227 setors w1 a high-volume production
assembls line  Sigmficantly reduces the test
timeé required while providing a greater yield
of better guality carburetdrs.

RUBBER

RUBBER PRODUCTION

Conirols 1n-process inventéries and maxi-
finzes utilization of machine tools in the
production of tubber products Substan-
:ua'l!_\ reduces the time and personnel required
to sumtharize and review the stripcharts of
production activity and the manually pro-
duced shift-end réports.

ELECTRONICS

PERIPHERAL TEST

Computer interfacing and multiunit control
of nput/output peripherals for large-scale
computer installation. /O units include a
line pninter, card reader, card punch, and
magnetic tapes.

ColL WINDING PRODUCTION

Control of automatic winding machines for
thé mass production of small coils for
magnetic-latching reed switches Eight
winding patterns are stored 1n the computer’s
memory. All eight of the patierns can be
run on up to 16 machines. Coils are wourd
on plastic inserts in a steel plate on an 8 in by
8 in matrit. Inserts extend from both plate
surfacel and provide 61 winding cores on
_each side

PC Bosrp ProDUCTION

Used for the automatic development, format-
ting, and contefsion of instruction programs
for numericilly controlled printed cireust
board dnlling machmes Complete pat-
terns are stored 1n the computer memory to
perform  step-ind-repeat operations  ac-
curately.  Frequentiy repeated patterns for |
soed st 20 - re entered tnto memory
sy oo paely define all points in the
pattern arter only two pomnts have been
located by the operater

ELECTRONIC TESTING

Tests each of electric/electronic component in
a high volume production line  Evecutes
tests at a predetermined maxvimum rate,
variations in manual operator rates are
eliminated.
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TABLE 7-1. Exarmples of Muncomputer Applications (Conrnined)

Testing AND Anatisis ofF Clreuits

Controls circunt testing and analysis systems.
Coordinates the testing operations, specifica-
tons, signals. and the test sequence at
electronic speeds. including continuity, 1m-
pedance, test sumull, and measurement of the
circuit output

AEROSPACE

AIRCRAFT WING PropucTIiON

Controls and monitors automatic riveting
machines for manufactunng aircraft wings
Riveting patterns are stored in the com-
puter’s memory to perform step-and-repeat
operations accurately and quickly

FATIGUE TESTING

Acquires, processes, and analyzes fatigue
stress data for a vanety of metals as well as
bonded joined matenials Prints out data
for corrective action, thereby preventing
potential accidents and malfunction due to
fatigue stress

METALS AND WOODWORKING

STEELMAKING

Controls and operates steel furnaces, and
produces the metal in exact accordance with
preset specifications  Calculates oxygen
requirements, alloy additions, and power
requirements

METAL ANALYSIS

Monitors and controls optical emission and
x-ray spectrometers widely used in the metals
industry for high-speed determunation of tie
chemical composition of metal

Tensii.F TESTING

Provides quality control, production tech-
mques evaluation, product classification,
and customer certification  Calculates the
product’s strength and other characteristics,
records and calculates vital material proper-
ties, and measures and computes tensile
strength

TrANSrER LINE

Montors and controls transfer inzs produe-
ing hugh production parts and consisting of
many machining stations mechanaily con-
nected by work-prece toaader mechantams
ard closely interlocked «iih clectnical con-
trolv  Receves mput “om operator of
sensors, then vot current! checks the operat-
ing conditon ol ire et Lentros, takes
protective action ahen “equirad, ponts out
a report of the matfun:tma ine generates
predudtion reports

MATERIALS HANDLING

AUTOMATED WAREHOUSING

Provides opumum space utihization. signifi-
cant manpower savings, and high turnaround
for matenal requests tn an automated “high
cube’ vertical storage warchouse Keeps
track of numerous units of merchandise and
optimizes the movement of stacher cranes
Provides real-ime inventory control and
warehousing applications to be integrated
into a plant-wide information system.

MATERIAL-HANDLING SYSTEM

Controls complex matenal-handhng system
including storage and retrieval equipment
Processes orders, prepares shipping docu-
ments and 1nvoices, provides operator guid-
ance, maintains accurate inventones. and
provides direct control of transport facilities
and stacker umts

PAPER

PaPER-MiILL ProODUCTION

Regulates the average basis weight and
moisture variables 1n each paper grade
Manipulates the steam flow valve, adjusts
the stock valve to the regulated basis weight,
and monitors and/or controls total flow arnd
digital filtering of instruments’ signals

TRANSPORTATION

RAILROAD

Counts and 1dentifies railroad cars transport-
ing materials and goods  Provides accurate
weighing of each railroad car as it passes
through the scale weighing system without
‘stopping

AUTOMOBILE

Provides centralized computer conirol of an
etectronic traffic control system  Records,
analyzes, and prints out traffic count and
fiow at various ime periods, accident control
znd notification. control of traffic lights. etc
AIRLINE

Monitors and displays airline flight areivals
and departures Provides accurate up-to-
date information on air flights to numerous
air terminals and airline offices

COMMERCIAL

BasKING

Peads, 2nalyres, and tabulates chock data
and moneiary trarcictaas an real-time
applvatons atbranchofhics Ceatraleom-
Aater ot the oain Tiok processing centor
providos fastame ey ang totals for mana o
ment conirot

O
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ACCOLNTING

Acquires, processes, and prints out man-hours
or: the-job for job tunction tme evaluation
ENviroNviNTAL CoNTROL

Controls and momitors ensironmental condi-
tons throughout a large ofiic bulding
Evaluates and monttors termperaturs,
humidity. pollen, arrborne dirt and irritants,
etc , within the controlled environment

PRINTING

PRINTING PRESSES

Monitors and controls the operation of large
multicolor printing presses  Preset nk
fountain and compensaior positions are
maintained durning running, taking mto
consideration temperature, humidity, ink
absorption, stc

TYPESETTING

Automaton of formatting and typesetting ina
high-volume newspaper cperation.

RETAIL

MERCHANDISE

Automates check-out-stand operations 1n
large retail stores Computes transactions
for accounting and inventory control

Foop

Computes transactions quick!y and accurately
In a fast-food service  Maintains “instant™
mventory control throughout the food
chain’s operation

DISPLAY SYSTEMS

EXTERNAL

Monitors and controls scoreboard displays
located 1n sports ‘stadiums providing score
mformation, animation  displays, and
audience messages  Stores repetitive mes-
sages and ammation programs of all types

INTFRNAL

Provides generation and controt of architec-
tural display, hight, sound, and temperature
effects of remote-site data from microphones
and CCTV sets

COMMUNICATIONS

SYNCHRONOULS DATA EXCHANGF

The synchronous exchange of information on
medium-speed to high-speed data links 1n-
volies muluprocessor or multidevice com-
plexes  Remote computers perform process
control or data-gathering cistribution tasks.
and provide a4 supervisary cempuizr with

.
wuorn ston and data for piocess amd or

Prantagem ol Coct dchs 2 ComRiand -

e - e e

TeLEMEIRY Dara AcoL.unios

Moniters remotaly the ohiscal status of
objacts an als. peop's or the entiron-
ment 1n space fights  Evaluates incomira
data for relattive importance and .aldis
solatzs usz'el data from “nonse " and cther
spur.ous signals

BROADCASTING

Provides zutomatic tuning control of audio-
visual processes for radio and telewision
stationbreak advertising  Mantains time-
of-day synchronization with the national
networks.

EpucatioN

Provides audio visual control of the teacher's
presentation and real-time date aswuison
Processes and tabulates student rzspon.s

TELEVISION

Provides real-time data acquisition anJd proc-
essing of audience-viewer responses
audience parucipation shows  Tab iates

and prints out responses for "ipstan.” rasults
while sull on the air.

POWER

SUBSTATION MONITORING AND Co “wolL e
Monitors and controls high soltaz -+ g
high voltage substations from o+ '7ed

dispatching offices

PLANT POWER SysTEM

Assures proper distribution of a.ana®fe -1
tricity, g4s. Or steam (n ubiity  ~1staa-
Monitors powerhouse de.lH:C?,- sche
distribution of the energy and orod
operating distribution logs

LABORATORY MEDICAL

PHYSIOLOGICAL MONITORING

Moniters the patieni’s divorder, including fis
blood pressure. espiration  temoeraiure
appearance. urine output blocd and Aud
loss, fluid and electrolyte intake  blood
chermustry. weight, and electrocardiogram

SPECTROMETER OPFRATION

Provides the computauonal function and
communicarton capabilities for optimvm e
of a spectrdmeter used in mdustrial dppiea- 7
tions  This includes chacking sequencing,
calcu'atirg percentage compostt ¢ of 2ach
e'zmiEnl outpuitiog resu'ts and cafiuiating _

, .
mlere ot r i enes
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TABLF 7-1.  Exawmples of Municomputer Applications (Cor muived)

Gas CHROMATUGRAPHS

Accurately measures chromatograph signal
output and controls mstrement functions
amcnable to 2xternal control, such as tem-
peranite programming  column switching
AMING ACID ANALYSIS

Controis nstrumentation obtammng amino
aaid analysis data  Evaluates, acquires, and
| processes data for meamngful information
and displays information for laboratory

analysts for a wide range of plastic materials
Calculates the product’s sirength, records
and calculates material propertics, measures
and computes elasticity and hardness

ExpLOSIVES

Provides daty acquision and analsis of
explostve shock waves  Measures and cal-
culates explosive force and duration

Dyes

Monitors and controis the processing of dyes
used 1n the textile industry  Provides ac-

personnel
curate processing of color blending and
matching to predetermined values

PETROLEUM

Gas TrANSMISSION AND DISTRIBUTION

Moniters and controls pressures and flows
of gas transmussion and distnibution systems
Data 1s gathered, measured in the field, and
transmutted to the System 18/30

Omn. Frerp

Provides on-site acquisition and processing
of data received from driling ngs on depth,
density, etc

CHEMICAL

AMMONIA AND ETHYLENE PROCESSING
[dentifies mechanical problems in large com-
pressors used to manufacture ammonia,
ethylene, etc  Monitors bearing tempera-
tures, operation of clearance pochets,
compresscr  speed, power consumption,
vibration, discharge tempsratures pressures,
suction flow, and gas compositions.
PrLasTiCs

Acquires, processes, and provides stress

In typical applications of this kind, the processor steps through a program
of instructions in response to a real-time clock (Table 5-2). Sequencing
logic is readily added through tests of sense lines, which produce sense/skip
loops (Sec. 5-8) until some external condition is satisfied. The computer
program can implement any desired logical relationship involving clock
signals, external conditions, and results of computer operations  Examples
of such applicetions are nroduction-line control, counting parts. himit tesis
of production tolerances, and actions responding to various alarm conditions.
In the preminicomputer era, such operations were commouly performed by
banks of relays and stepping switcnes connected to produce the desired
logical relationships. Relay circuits were later replaced by solid-state
iogic. The present trend 1s to nmume smputers. which may be minimum-cost
“stripped”™ processors without front panels or options. Quite often,
programs or parts of progiams can be implemented 1o read-only memory,
waing pisg-in ROM cards for program changes  Manv timning, scquencing,
and legic operations in automated {actories are relutively slow. Many
jsby may be able to share a smail computer. winich could still have time for
same data legging ind report generation

interface lozic required for such operations js available from many
marvfuctorers in the form of plug-in cards with wirc-wrapped interconnce-
trons, much ke those shown in Fig. 5-185  This logic may have to function
in elccirically noisy factory environments, but nced not be overly fast
Spectal logic famlies with large logic levels and slowed-down fhip-flop
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[

inputs have been designed for this purpose. and many compatible
accessories, such as timers. indicators, thumb-whee!-sw:tch encoder
power-linie control relays, and special racks and cabinets. are availab

(Ref. 81)

S
I;

o

€

7-2.  Digital Contrsl of Nachirs Tonle 2nd Processes.  (a) Numerical-
controj Systems {sez Rels. 12 to 16). Numzrical-control systems position
;and feed cutting tools in terms of digital coordinate values. Controi m:w
mYo'lve a single dimension or axis (eg, a simple lathe), two axes (plate
drilling, simple milling), or three, four, and up to twelve axes in cox;;piex
machines permitting angular positioning of multiple tools Numerical
control may require {, o50-in precision throughout a 100-in positioning
range, which requires double precision with 12- and i6-bit words; suc;
'accurate positioning cannot be achieved with stepping motors, but rcauires-
incremental digital servomechanisms. These adjust tool positions throush
position feedback from shaft encoders or pulse generators which producce
pulses corresponding to small tool-displacement increments. The incre-
mental servo counts these pulses. compares the total count with a specified
or 'computed desired count value. and positions a servomotor as needed
Pcmt—tq-point numerical control simply positions the tool (or the work, say
by moving a-drill-press table) on successive points of a programmed patt’ern.
Coptouring controllers, on the other hand, interpolate many intermediate
points between specified positions to move a cutting or gninding tool
con.tmuously along a programmed contour; both straig/uzt—!mevand cirocu/ar—
arc interpolation can be obtained. In addition, feed rate, dnilling depth, ete
can be preset or feedback-controlled, and sequences ofdiﬂ'erenct tools ’(e g
on a turret lathe) may be specified by digital commands. b

Computer-controlled drafting systems have quite similar requirements.

There are two basic way s of wilizing digital computers in numer ical-control
Systems:

L. Thecomputerxsusedtoprepareapunched tapecontaining the coordinate
values specifying 2 desired pattern. The tape 1s read by a separate
dedicated machine-too! controller, which positions the tol and
performs the desired straight-line or circular-are interpolation for
contouning with the aid of hard-wired dicital logic roperational
digital-computing element.. div i T unalyze
5 and 15). )

2. In direct numerical contsol, a mricomputer. as an intezial part of the
machine-too! controlier. 15 used to program and edit the control
program. to perform the desired interpolation, and to supervise and
log the performance of the cutting operations  This snformation
car be commuricated to an operator and-or to a supervisory digital
computer, which may olso stere patterns and programs on a disk or
tape (sce also Sec. 7-6).

g
=r circuiis, Refs
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Flaborate mu't 100! systems may even emplody one nmunicemputer for coarse inter-
polation and a second numicomputer for finz interpolation and tool acceleration/
deceleration

The future probably belongs to direct numerical control.  While this still
requires high-quality servomotors and feedback transducers, the computer
replaces an expensive and potentially troublesome paper-tape reader anc:l th.c
dedicated interpolation logic. A single PDP-§,¢e can control two multiaxis
machines, and more elaborate minicomputers may control up to twelve
machines. Only “stripped” minicomputers with few options are needed,

[02'42lB142Tl®12027lCG)10®|W® Q400 05 @ (Z’EIF(D 52, @ 60 ¢ 8%72]
T T T T 7 T

T

Time Step Tool Quantity Min, avg, max Min, avg, max %o
where no load time floor -to~floor Spindle
tool and time utihizahon
broke life

(a)

fiB 36,504 2 ]JG)Z 6 ]OOOIQLW@ 24, 0
=T T T T

T
Time Set up Job  Quanhty Min, avg, max
time load time

03, ¢ QTlFG 56, @ 60, @ 74[6?,
T T
O/o

Min, avg, max
floor-to- floor Spindle
time utilization

(b}

Fig. 7-1. Exampleofa trouble report(a)and ofa summary report (b) prepared by a minicomputer
implementing direct numernical control  Such reports can be typed out on the operator’s
teleprinter, or they can go to a supervisory computer  {Digital Equipment Corporation }

and as their price is reduced by more and more large-scale integration, they
will not cost too much more than dedicated interpolation logic. Conveqxent
generation and logeing of production reports (time required per Job, times
and rates of tool lailures, etc., Fig 7-1) are of importance 1n plant operation
with supervisory computers (Sec. 7-6); while small job shops can use suxtgble
minicomputer systems to prepare the numerical-control programs on line,
with the mimcomputer simultaneously controlling its machine tools on
ther job

an(c;))hAiJSimple Numerical-contro! Langvage (see Ref. 81)  Simple an.d
conventent languages for specifying numerical-control programs permxt
either remote-computer preparation of paper tapes or direct numerical
control. The Digita! Cguipment Corporation’s QUICK POINT languagc;
desigand marnly for preparation of point-to pomt fapes, is a fire example of
what can be ache~v o L with 2 very smalf computer {PDP-3/¢, Sce. F6~2a.\,. in
ad-dition to its poitioring choies, the program can handle 32 1o 256 dzx‘c‘:fte
tputs, say from Lt switChes or operator push buf:'_:’h, plus 'Iz st
pumber of divcrete ontputs fmotor siarters, solenotds, parts-handling
devices, etelj

O
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A sequence of points can be spuctfied by theu coordinate talues. such as

X391 Y 7.30 Z1.01

X389 2200 / Repeats Y = 730

or in terms of coordinate increments (designated by the prefix ), which arc
referred to the last-specified point position-

X412 DY 2.14 DZ -305

The command OFFSET, followed by a set of coordinate valuss. wil]
automatically offset all subsequent coordinates by the values entered
This helps with machines having fixed-positioning coordinate origins

Examples of pattern commands are:

i. INCm/(R, L. U.orD)Shn

generates n points separated from the preceding point by successive
distances $ to the night, left, up. or down.

2. LAA mf(angle in degrees) Sn

(line at angle) generates n points separated from the preceding point by

successive distances S along a line at the specified angle from a reference
line.

3. GRD m/(Ror LjS1, nt (vor )52, n2

generates an nl x n2 grid right or left, up or down. from the fast ot
with increments S1, $2 1 the X and v directions.

4. MOV/ X ¢ 51 Y 7.32
BHC m/(radius) (starting angle) (number of holes)

generates a boli-hole circle with center coordinates 0 51. 737 and 4
specified radius. number of holes, and a starting angle {angie of first

hole with respect to X axis). MOV can also specify wicrement,
DX, DY instead of X and,or Y.

5 MOV/ X 0 51 Y732
ARC m/(radius) (starting angle) (angular increment) (number of holes)

generates poumnts along a circular arc, as specified

The machinz remembers each pattern. which can be recalled by 1ts pattern
number m during the current program, e g, -

GRUO 22
ROV/ X § 34
BuC 18

DY 011 N

O
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¢
! The operator can ziso preoserce his owr paiterns through a sort of m"mn’)
generation {Sec. 4-21). The desirad pattern, delimited py P'AT m; and
END, must soeaify only incremenrs and can be called at will with paT m
Thus,
> PAT 2/
@ - BX 211 DY -0.33
g éE BHC 2/0 55 0.00 8
S = 5 §'=; ;w 812
8 gé £ é ND
RN i £ or cation 5.00, 6.00 with
53 3% S &= can be started from the reference location 5.00,
ES322f =« o 0 S 0 0 o2 2z
PoEETERO0 5 L 50wl £ B £ 5 vl 23 X500 VY600
Bodn aitasnliagnia2® 0 2 O o £32 3 PAT
oy ] - = 4
f%%s%g;%E?éggégggggéggéggzégg%ew E_; It is also possible to presenve patierns, such as BHC-22, G.H:L}, :E
T T "EE PAT 7, for othe(r[ p;ograms by;‘ wn::gl)a;rjzd l‘;t{;‘{;ber of thera within the
M = delimiters LPW (load permarent memor) 1 .
g + ?’f + g é Figure 7-2 shows an example of a real QUlCKPQINT prog.ra}:n.r o
5 g . . e 2y An example of a more etaborate .Ianguage permitting straight-line —dn’
0w Tl LT (%\ g =t circular-arc imerpolation for contouring as W ell as point-to-point n.umeuc‘:i
E g 5 p PRI B -7 '5_: control is the UNJAPT Ianguagg designed by Genera! Automation, Inc
/ 5 o Q@ LR I RO ©on 4 32 for its 18/30 minicomputer numencal-contro_l system.
© :m "N <o+ R "-‘\A\ %3 é E {c} Direct Digital Process Control. A digital process—comrgi system may
- SRR Y I I ol £5 simply present and convert digital setpoint values for ‘\ahe dlsplac«?—mems.
Q- R % g : temperatures, pressures, ¢tc., to multiple analog controllers (servos. tncir:wo-
g m';’* ;” ottt IMRSUR A B e B =z : stats, pressure controllers, voltage regulators. Ptcl.), }vhxcn do the auufﬂ
=151 ﬂ - BRI P | W £3 { adjusting and control. In direct digital control (which we have already
é é’ %“ §+= E’.i .g. T o vt ; “z’:i g*i ZJ % : cncoun}&red n ‘t.he evample of dircc?ﬂr:v.rrrncrvi:fl ro:;‘troiﬂezéxi;c(h}gg t‘olo(i?s,
LN ER EN EA R i Sec. 7-7a), the digital computer 1s rtself part of a servo loop: ;
Ve E 2 it supphes corrections for the actual controller owrprus as well as the desire
SR B e i £ 2 setpoinc values.  The compuier evaivaras sa-: "[r’d duta errors and employs
::f NN YT % ;_“ them 1n >u1tahic control atguzizhms to produce the desired response (Ref 80)
o o 27 Maay process control systems have relatvely long dme constants unmum};
' € PAb - z 33 ’ or hours), so a drgrtal cornpuiter cun f: z*me—s_:.u'f:u among muitiple control-
\ T 5 ¢33 ! lers. The computes nay alse perform all kinds of sequencing, tming,
S g ,p@ - j’_gf Iogic, data wiguisiton and dare lozpote o ocesun sampled-data ‘LOHKFOI
) : = 5 ;:: = ¢ aperations.  Extrn cdunueni) peowcisors can nmprove the otherwise
N <3 g Doxs;bl; precarious reliab. ity of sarh sastems The fow prices of the new
U E 253 meneomputers facilitate such redundans.
o d There are also instances of much fastzr direct digital-control systemns,
.

which an entire rmincomputer 15 dadicaied to one possibly compllm od
maltidimensional control opzration Reference 80 1s a good starting point
lor the computer algorithms needed 1n dorect - gtai controi.
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e =2 : .
5 jo 88 I 22 Statement.  Computer-automated mstrumentation 1s rapidly transforming
=+ < £ 3~ . . . . .
S | S | g 7 ! expenmental techniques in physics, chemustry, biomedical science, the earth
= c - . . .
23 2 2< ; sciences, and psychology as well as in engineering design, testine, and
> I £ l E—: i =% & = e =
2 > & { uality control (sce also Sec 7-4), Computer operation of instruments
2 | P% ' 2> .
2 g <3 requires measuring devices desizned or modified so that they are co.nputer-
3 I g |2 l <2 compatible : measured ouiputs must be available as binary or binary-coded
. 8 _{gg ] ER decimal words with suitable logic levels, and it must be possible to swiich
- l“e J ' ;E measurement modes and measurement ranges with digital logic levy
b & E ~ g . . . . .
<= g ) 2= Many optical and mechanical instruments also require mechanical position-
4 lo ! ; ° . . ) T, v
> 2 @ g ing (translation, rotation, focusing).
[ - 3 . . - -
. lo l =3 Computer-controlled experimentation mvolves automation of the follow-
-] - .
N EE e | = ing procedures:
2 30 <] = .°
Q sV . e . s
< 828 N o= | @ 2= 1. Program experiment or test timing and logic (switch system con-
& 3 Seo8 55 | 205 a2 |z E = p g
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foud Al = 2o 9o € o9 g L= . . . . .
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operation sequence may well take place without human-operator
intervention. say over a weekend.

2. Program test signals or signal sequences.

3. Acquire, process, and/or rvecord instrument data. Data-acouisition
systems mos: frequently involve analee-te-digital converters preceded
by multichannel multiplexers set up by a program-loaded contro!
register {Table 5-2). plus signai-condition.ng filters and sample-hold
circuits needed for acquiring fast voltage waveforms. Depending
on the computing time available, the minicomputer may also perform
computations or formaiting operations on the acquired data (data
processing). Data may be passed to a supervisory computer, or they
may be printed out or recorded on magnetic tape (data logging).

4. Make decisions (accept, reject, change test conditions; note and act
on sfarm conditions).

5. Docament results. This 1s not restricted to printing out the results
of data-lngging operations, but may include complete reports on the
history of each experimeni, special conditions encountered, equipment
failures, etc.

¥

Even more sophisticated systems may alsc involve direct digital control,
say for accurate posit:oning of probes or catheters.

As we potuted out in Chap. 5, the design of cormputer nterfaces for a wide
variety of instrumenis and other devices is not difficult with prepackaged
components and logic cards. The user musi, however, face the costs not
only of this {relatively simple} hardwate design but also the possibly larger
costs of writing device drivers and other input/output software for his
systema,  Some instrument manufacturers (notably the Hewlett-Packard
Corporation}, as well as municomputer manufacturers, have placed special
emphasis on inaking a wide variety of instruments computer-compatibic by
developing spectal nterface curds and associated device-dniver software.
You should realize that these very substantial conveniences are not free but
ars reflected in the price of instrumerts and prepackazed interface cards.

o

The ESONE commures of the Commssion o th* 2uropean Commurities has established
irferivee-hardware erclos e and bus-signal stond irds for mstrnr sutation imamdy i sudlear
= .

phrsies)  Anuabo of mendfacturers build oymponents furthis CAVAC system (Refs S ind &)

PSS 3

. . . . N
{b} Programming fangrages and Opurating Systems fer Computer-
3 <A
cessary device-dniver routines hase
-

ruments); instrementation

condroiled Instruincatubiun, Qree th ne

vstandard inst
aragrz2ias for tming and sequencing moaswrements, for daia processing. and
for aport mteparahion cen be wrotten noassembd langrage ff maxmum
gxecatan speed 15 of the essence. Since the propress of a computer-
controlled expeniment will depend on many real-time-clock and instrument

e e R adeees e e poEes
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E‘merrupts, a real-time executive progrem is almost mandators in order to
iree the programumer from the detarls of interrupt servicing (Sec 3-13).

in many experiments, howe.ver, time wterval: between experiments are
measured v minutes rather than i milliseconds. and the mstrumeani,
themselves have simllardy long time ~onstants. We can then safelv avai!
ovrselves of the conven’ence of fure preses or compiler languages, w fuch ar
ciose_r to ordinary English-cum-mathematics and permit scale-factor-free
fleating-point computations.

Cpnversaﬁonai programming with interpreter languages (Sec. 3-3) 15
particularly convenicnt when an operator works with the instrumema:fon
system to do switching and plug-in operations and to enter some data upon
typed or CRT-displayed commands jrom the computer. A neat evample of
such an interpreter language is Hewlett- Packard Corporation’s extensior
of the BASIC languagz for instrumentation coatrol (Refs. 21 and 22). The
programmer can define variables and program computations ip BASIC
(Table 3-2), which is extended to call for input/output operations servine
many standard .nstruments through library subroutines. Figure 753
shows an example of such a program; the statement

220 CALL (10,2, 0.1.34)

uscs a digital voltreeter {instrument 10) wo make an ac measurement (mode 2}
on the 0.1-volt range and to labe! the result as 1. The stateruent

WAIT (30)

delays the program for 30 msec to aliow an instrument to settle  Such
programs permit branel:ing through additional statements, such as

iF G LESS THAMN B THEN 320

(Fig 7-4)  Such programs are widely used for automated testing operations
{Sec 7-5). Timed measurements can be performed throueh 1F state-
ments tied to real-time-clock operation, but the simnle BASIC D;O\_‘rdﬁ'mh:};’
system Is not suitabie for foreground/backgronnd operation with mUI[!p?;
interrupts,

:A more powerful-——and still eauly earned—programming system o
INDAC, joirtly de-eloped by Lagiinl Fguipment Corporation and the

Bea Teleplone Laboratonas Power-S,s Lo De clopment CGroup (Refs
i and € The vinee . o YN T N 1 i
4and 80). The vt ofthe IND C langeave is stmifar to that of BASIC.

hut INDAC = uced a5 a comprler language w conjunction with a disk-baseyg
real-time exesutve program, which 1s astoashicgly powerful and simple 1o
vse if onz censiders that the system works with the smali (12-bi) PDIP 57¢
INDAC progran segments consist of BASIC-lire statements. plus
special 1/O routines called by statements hike GETand SEND (Fig 7-5).
Th. executive program 15 inforimed of the I;O-devices 0 be used through o
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Program Commernt

100 CALL (8. 1.0, 1)

110 CALL (8, 2.0, 1)

120 PRINT “PLUG IN AMPLIFICR™
125 PRINT “SERIAL NUMBER IS™
130 INPUT S

140 CALL (6, 4, 3,0, 0)

Scts potaer supphy 1 to 22ro

Sets poazr supply 2 1o zero

Instructs operator

Asks operator for 'nformation

Operator tapes . s2r.z! number

Connects suppiy =1 to output 4,
supply #2 to outpat 3

Sets supply #1 to —12. 100 mA max

Sets supply #2110 —12 100 mA max

Establishes loop for changing frequency

150 CALL (8,1, —12, 100)
160 CALL (8, 2, 12, 100)
170 FOR F = 1000 TO 5000

STEP 1000

180 CALL (5, F, 10) Sets oscillator to 1.000 (then 2.000,

3,000, 4,000, 5.000) Hz, 0 1 volt

190 CALL (7,7,0,0,0) Connects oscillator to output 7

200 CALL (9, 5) Connects oscillator output to DVM
210 WAIT (30) Delays 30 msec 1o allow settling

220 CALL (10,2, 1,1) Measures input ac yoltage on 0 | range
230 CALL (9,23) Connects amplifier output to DVM
240 WAIT (30) Delays 30 msec to allow settling

250 CALL (10, 2, 10, V)

260 LET G = V/I

270 IF G < § THEN 320

280 IF G > 10 THEN 340

290 NEXT F

300 PRINT “AMPLIFIER
SERIAL” S “GAIN OK .
GAIN =" G “AT 3000 HZ

310 GO TO 290

320 PRINT “AMPL SERIAL"
S “GAIN LOW GAIN =" G
“AT” F “HZ”

330 GO TO 290

340 PRINT “AMPL SERIAL” S
“GAIN HIGH GAIN =G “AT’
F“HZ”

350 GO TO 290

360 END

Measures amplifier output
Calculates gain

Checks for low gain

Checks for high gain

Return to 170 for next frequency

Fig. 7-4. Program for testing an audio amplifier. written 1n Hewlett-Packard extended BASIC
The test itsell s automatic, but the computer types requests to plug in the amphfier and to enter
its senial number (R H Grimm, Hewlett-Packard J . August 1969 2z also Ref 21)

system-gencrator program (Sec. 3-12h) at the time the instrumentation
system 1s configured or changed. The executive will then service all inter-
rupts as nceded, using standard 1/O routines loadad only when the user
progrars coniains refereaces to the 1/G devices 1 question,

Figure 7-§ iluctrates a typical INDAC progrem.  All executable tasks are
organized routines (usually mierrupt-serv.ce routinesy called SNAPS. A
SNAP may invalve T § operations and/or date processing, conditioning, or
logging; dmed operanens aie called by statements inwolving AT .. and

=77

15
EVERY ... {Itg 7-5. Corresponding to tvpical syster, requirements, these

& :

t2101

#1

=10

$#2

fEND

PROGRAM LISTING

«<EQUIPAENT

STATEMENT FUNCTION
Equpment Spocification Statemonts
Indicate that the following statements
(up to n=xt statement) comprise a descrip-
t1on of the total equipment complement
needad (2 excouic the program
SAFp4 Device dentification (ADC Subsyst.m)
CHAN(1) TEMPA Identifies the mnput variable wiored 1o the
first channel of the AF04 as TEMDPA,

second channe! input as TEMPB, ond
thurd channel irput as TEMpC

CHAN(2} TEMPB
CHAN(3) TEMPC
DC.189MV. . §1 DG TCONV This statement specifies that an operation
sdentified as TCONV 1s to be performed
for each channel input  The dentified
operation is normally a plig-in sab-
program used to perform a standard
conversion, scaling, or otier s1zu2i condi-
tioning operation.
Phase Siatements
sPHASE Introduces a program PHASE se,mens,
o ACTION Indicates that all of the following stuls-
ments up te the nest {) statement arc
concerned with the scheduling 0 szratons
performed withm this PHASE
DO SNAP #2 EVERY 18 SEC Specifies that the SNADP raveed #7 s to
be performed every 10 sec
TIMER(START. #10) Begins the timing operauon specfizl in
the statement tagged + 10
Snap Statements

+SKAP Identifies a SNAP program segnwnt
which is tagged #2
-PROCESS Indicates that all of the statesoents up to

the next () statement are to ba executed
to carry out the process assigned to ths
SNAP

GET (AF@4, #101) TEMPA,TEMPB,TEMPC Thus statement directs the sysiem o got
from device AFO4 1nputs TEMPA B and
C and to perform on each put the
operation deseribed 1n control st vement
#101 (1e, TCONV)

SEND (TTY) TEMPA,TEMPB,TEMPC This statement directs the systom to sendd
the data processed in the precoding staie-
ment (TEMPA, ete ) to the teletypewrier
1/0 device for prmlouﬂ

-
&XxiT Indicates the end of the current SNAP
program seament, command returns con-

trol to the operating system

Indicates the end of the program

Fig. 7-8a. Sample INDAC date-acquisition program.  (Digiral EqmpOCnrporaruuz )

231
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In this version, the hstef chaneds sredeced
to a smgle statement CHAN(Y 3) TEMP.
which is interpreted as “inpuc on channgl
t through 3arestored inan a7t adentified
as vemp  Also. a h'r* ostaiament
1s used to spaaify the way the vtz should
52 printed .0 the logging teletypewnier

I¢ennfication of mput channcls s ab-
breviated nput signals are suggested
/' with single array (TEMP)
.

esited aFer control opliuns are speci-
fied, 1 ¢ , dc measurement 100 mV range,
-~ 001°oreso ut:on
EQUIPMENT
t *AFRS

1 CHAN({1.3) TEM/

T #101 DC.1EaMYV . 00O TCONV Required temperature conversion routine

et JPHASE
LACTION
#10 O SNAP #Z EVERY 10 SEC
TIMER(START, »10)
#2 +3NAP
PrL .FORMAT Added FORMAT stlatement, abbreviated
B(NHX LYK ) form
PROCESS Changes in GET and SEND statements
. ere

GET ( Fg4.#101) TEMP wEere perml(lfd by changes 1n AF04 input

SEMND (TTV.#40) TEMP 1dentification statement

EAIT
LEND

Fig. 7-5h. Condensed versien of INDAC datz-acqu.sition program showpin Fig 7-5a  (Digtral
Ferapment Corporatior )

types of so-called phases, viz,,

1. Foreground phases include tasks calicd for by re?tl—tzme clock interrupts,
e.g., peniodje measurements and data-processing eperations. There
can be several such foiegroand phases, corresponding to different

rautises are organized into thie

clock -timoed opergtions.,

2. The priority phase, which includes € o perations it responsc to instrument
or process inisiiupts eiher than ordmary clock nterrupts  INDAC
admuts only 4 sinle priority phase

3. The background phase can be any packyr ound computing operatiow,
such as routine data processng. used to occupy wdle time befween

gro

wterrupts.  INDAC adunuts enl one background phase

The INDAC exccutive permits the various phases' to timc-share the
available core {(which may be as small as 8K words) by swapping program

@

N
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segments between core and disk as needed. It s also possible to chamn
{overlay) segmienis of long programs (Scc. 3-10). Such core swapping will,
of course reguire time, INDAC programs are mternded for the relatively
slow operations {invoiving seconds or minutes rather than microseconds)
typical of most instrumeniation reguirements.

As an example of o still move posetful operrong sistem vseful for bo'h instrumentation and
process contiol, we mention Honeywell Information Sustems’ OLERT {on-line exccutrve for
real time}, 2 FORTRAN [V-baszd softs are sistern providing real-um: rwlt programmang for
the DDP-516 comiputer  The OLERT execeine agamn ha andles all mterrupls, sorts out the
relative pionies of different computing and instrumentat-on conirof tasks pernuts FORTRAN
pregramming aad hinkage of new subprograms, and optionally contains a library of reentrant
utihty toutines (Sec 4-16)

{c) Lahoratory-computer Packages. Special laboratoryv-comiputer pack-
ages consisting of a minicomnputer. selected peripherals and instruments,
and much software, have been developed for zeneral-purpose exper-
mentalion, especially in unuversity laboratories. An important exampiz is
the Digital Equipment Corporation PDP-12 (Fig. 7-6; which, like its pred-
ecessor LINC-8, combines a 12-bit PDP-§-class minicomputer, a simple
graphic-display osclloscope, a small disk and/or unformatted magnetic
tape, a real-time clock, analog-to-digi.al and digital-to-analog converters,
discrete-logic input and output lines, and a pulse generator which can be
triggered by externai inputs to generate interrupts or DMA request pulses,
The central processor has all the capabilittes of a PDP-3. In addition, a
special instruction (LINC) places the PDP-12 into uts LINT mode; a nev,
instruction set comprising both one-word and two-word instructions 1s now
in {orce and permits autoincrementing of indirect memory addresses,
addition of accumulator contents into a memory location, two-word dirzct
addressing, 6-bit byte man;pulation. and various multiphication and shifting
instructions. A large number of standard I/O instructions operate ths
peripherais supplied with the PDP-12.  Theentire instruction sct 1s designed
to emulate that of the LINC laboratory computer project sponsored by the
United States government at Washungron University durning the 1960s;
theielore a substartial amount of usefui mﬂtrumanrml n control softvare is
added to the alread: larg sofm are system availabie for the PDP-E

For expenimenters who Lke tc prooram i assemony language, the LINC
instruction set may '~ nore ponerful and convenient than that of the PDP-8
Slass alome, although LING -wavuouar, ewoaues 5 not especially fast
The powe=of the B (2 cun. Fn we radicadly i ed ar relaticely low
cost by udtding the FEP-12 floa g -pont processer {See §-12) which. tozether
with o new FORTRAN compiler, permits much iabaratory work to be
done In the FORTRAN languags usiag =cale-factor-fice foating-pornt
notation

DP-12 software inciudes a complete keybeard operating system (See
3-11) and a large number of application programs including programs for
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Fig. 7-6. PDP-12 laboratory computer The PDP-12 control panel 1s more elaborate [hdjl
lhgll of a. PDP-8 (Fig 3-1) the operator can for instance load the processor mstruction register

o o 3 r
from a separate swiich register and then execute the wstruction yust loaded (Digual Equipment
Corporation )

signal averaging, time-interval histograms, signal editing and frequer;cy
analysis, software 1o service chemical-analysis instrumentation, mu -
me 181 ) 1 Ver
instrument data acquisition, BASIC, FORTRAN, anfi FOCAL, a;cli); 9
1 -
a business-oriented data-processing language called DIROL. The

and selected applications are described in dctax% n Rcf_ 1. Ce

For researchers less wnterested in the LINC instruction set,/LABﬁ le 12> a
fower-cost modular laborator; package combining a PDP-8,er(Se\N.. 6;; azi
a display oscilloscope. 2 real-ume cieck, and a wide var}xﬂety ofl pcr;(p Oerﬂ
options. While, a8 we wave noted 10 Sec $-24, ﬂ.xs not difficult 0; akn }n;_
edgeable researcher to interface instruments, displays, etci.. \\fl’tl a r:::nm
computer mimseli, the main acvantage of plcp:&'kagcd laborat?x) corpdp 1.1;
is the standard 1O software and das -processing subroutines provided By
the manufacturers of snch svetems.

() Special Instrumentation Packages. nponant e th
applications, fuli-time-Jedicated mimicomputers hiuve been comon

Fo: vnponant instrumentation

O
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spectel conticlh penota
complote frsfrumeniation packnsos

mstiumenits, cnd spocrel-purpose sofvare it

For operator comwor ons oo )

Pat o

P~
,

instrucions conuands. and subrouimes can be called through ey,
Jrom control-paiiel keys rather than by conventional programming. A
teletypewriter may still be avatlable, and eatended BASIC or FORTRAN
programs can contain special measurement and data-processing routinzs.
As an interesting exanmple, the Hewlett-Packard Type 5430A Fourer
Analyzer shown in Fig. 7-7 illustrares the use of accessory modules to tians-
form a minicomputer into a kevboard-controlled special-purpose mstru-
ment which performs very complex operations easily and simply. With a
“canned” paper-tape program loaded, the operator necd not know ans
computer programming at all.  He merely operates front-panet keys and
switches to produce oscilloscope or plotter graphs showing the power
spectrum magnitude, phase, complex components. Nyquist, or Bode
diagrams for the Fourter transform of a voltage inpur. A digital dispiay
{dark area at the right of CRT) automatically indicates the scale and rype of
plot. Other keyboard commands control data acquisition and storage ara
produce transfer functions, coherence functions, amplitude d:stributions,

e e
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Fig. 77, Founer analyzer using a dodizatcd mumcomputer  (Hew fert-Pachard Corporatie nd
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and corrclation functions, all without computer programming  But the
full power of the digital computer 13 stll available to more knowledgeable
Operaiors.

7-4. Dara-processing  Operations. The most [requently encouutersd
mniricomputer  daia-processing operations include ceds comversion and

datn fermutiing, signal conditioning by dmta! filtering, and computation of
statistics, such as averages, mean squares, variances, correlation functions,
spectra, and amplitude distributices. Processing of graphic data from
digital-scanner outputs and pattern recognition alse belong n this category.
Data-processing operations may take place on lire as part of an automatic
instrumentaton systen, or off /ine, frequently with data read from magnetic-
tape storage 1n analog or digital form.

Reference 77 15 a good intreduction to digital filtering and contains a large
bibliography. The vast fieid of statistical data processing will not fit into
1his volume, but we would like to remind the reader that the cumulative
odditions involved in statistical averaging with minicompurers usually require
double-precision accumulation in crder 1o avoid successie truncation errors
{see alse Sec. 1-5a)

The fast-Fourier-transform technique, which has revolutionized the

" computation not only of Fourier transforms and spectra but also of correla-
tion functions and digital-filter ourputs, is inircduced neatly in Ref 79;
Ref. 7% 12 a comprehensive bibitography  While fast Fourier transforms for
farge digital computers are naturally in floating-point format, minicemputers
with as little as 8K of memory can do very fast fixed-point Fourier trans-
formations; a 1,024-point transformation will take in the order of 1 sec
A aumber cf manufscturers supply special accessory processors to speed up
mnicomputer fast Fourer transformation

[vieasarement of puise-amplitude distributions is of the greatest importance
1w puclear physicists, Typical pulses to be analyzed are generated by
charged-parucle or gamma-ray dt:tx:cfors whose output pulses are propor-
tional to nuclear-particle encigies.  The neaiest istrumentanon packages
for pulse-height analysis are built wronad the direci-memery-access/memory-
inerement technique describad m Sec 5-21 A vecy small nunicomputer can
seadily accumulate empitude-distnibution swtistics for several thousand

rigse intervals,  Joint distniosidons of two or mere var d’_)l :5---say, three

‘::zriabics with 100 ciass intcrvals each—will, howaver, requirs more eveat-
class “counters” than are davodable w ordinary mimcomputer memories
INote, though, that since the towal numbcer of pulses measured may be much
fewes than ’O() x 100 x 100 or 10%, mo<: of the possible events will never
tukte pluc Very clegant scattet-storage techmques using both core and
disk memoncs have been developed to utitize ths fact (Refs. 7o 9)

N
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Another minicompuzzr direct-memory-access technique, viz, the add-
to-memory sionai-averazing method of Sec 5-22, 15 of the greatest importance
for evoked-response studies 1n biomedical research, as well as in othet
situations requinng recovery of smalt pertodic signals submerged in noise
A number of special r wnicomaputer instrument parkages have been developed
for such measuremenis

7-5.  Automatic Test Systems. Automated componant and syster testing
achieve more than direct tesi-cost reduction.  Automation makes it possu; ie
to perform much more complete tistiag or inspection (e g., 100 percen
inspection of incoming or outgoing parts, or of system fumtlons) and 1n this
way can vadicaily improve safety, reliabihty and/or loss rates.

Automaled test sysiems are special mstrumentation-control systems
which, in addition to the experiment-controlling procedures listed i Sec
7-4, may involve.

Parts handiing with conveyor belts, turntables, mechanical component
feeders

Automated decisions accepting, refecting, or grading tested items

Documentation of test results or test statistics to provide management
information

A test program can be entirely computer-controlled, o1 a computer may
display messages such as “DEPRESS SWITCH 77 for the opciator 1o
determine the further progress of a test procedure.  Results can be displayed
on meters, digatal indicators, or oscilloscopes. Hard copy and/or tupe
output for off-line data processing can be provided.  As in other automiaiien
systems, substitution of computers for hard-wired controllers saves lo. ¢
design, improves fiexibility with a view toward possible test-prodecure
changes, and permits test-related data processing An automatc test
statton can be self-contained (portable, if desired} with 1ts own mumcomputer.
or it can time-share a larger computer.

References 21 to 29 hughtizht a narnber of mintcomputer-based systems {or
testing electrical componenis aud networ’s, such as cables, wiring harnessos
oarcut cards, and integrated arcuits (Fig. 7-3). Automated mregrated-
circunt tests are especially )mportﬁm' because of the very large numbers of
parts (and o dilfer> e ts; mholved A tester can-

Ver v wnierco o S @il D7 ey ogic wath a compuier-prourammed
test-signal pattern 0y ch e\.k.m’ the output-signal sequevce against a
computer program {cr against a comparison modulc)

Check electrical circuiis wih computer-programmed de and ac test signals by
reading d:gital v oltmeters. auiomaric bridge circuits, frequency counteis.

ete, all with computer-comp atible med: switching and outputs
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Chech circuit or system tolerances under worst-casc power-supply,
signal, and environmental conditions

Wheeled or truck-mounted automatic test systems, which may use
standard or ruggedized versions of commercially available minicomputers,
perform complete checks of entire aircraft or missile avionics systems.

With suitable transducers, a wide variety of nonelectrical apparatus is
similarly tested. Internal-combustion engines and gas compressors can be
automatically checked for pressures, temperatures, fuel flow, exhaust
components, efficiency. etc. Reference 23 further discusses automatic testing.

7-6. Multicomputer Control of Manufacturing Operations. Minicomputer
sequencing logic. numerical control, and automatic testing (Secs. 7-1 to
7-5) may be said to implement automation at the “‘worker™ level on the
factory floor. Computers used in these operations can be “stripped”
minicomputers, each comprising little more than a basic processor, interface
logic, and read-only memory, plus a little core memory 1if frequent program
changes are anticipated. More advanced plant-automation systems will
link these “worker” minicomputers into a larger “‘supervisor” digital
computer—this can still be a 16-bit minicomputer—which can:

Transmit new parameter values and/or stored programs to the “worker”

computers
Schedule operations of individual fabricating machines and test stations

with respect to one another
Reschedule operations in case of equipment failures or other emergencies
Provide operating statistics and system status as management information

Each “worker level” minicomputer will, then, not only control a test
station or onc to a dozen fabricating machines, but will communicate test
results or status to a “‘supervisor” computer, which might also transmit new
programs. The supervisory minicomputer may further communicate with
a large centrai dicital computer, which need not be located in the manu-
factuning plant. The design of such systems requires careful attention to
graceful degradation in case of computer faulures; this, indeed, is the reason
why the use of multiple “worker” and “‘supervisor™ mimcomputers at the
plant location seems preferabie to more centralized systems time-sharing a
single large digital computer. It is fau to say that multicomputer plant-
automznion system design s still i ats infancy.

Somc of the most stnking, applications of multicomputer control have
been desigred by the luternational Business Machines Corporauon for use
in its own plants, inking IBM 1130, 1300, and System/7 computers into
larger central machines. Practicaily all minicomputer manufacturers arc
attempting to break into this field, which requires niuch system-engincering
and manufucturing know-how in addition to compuier development.  An

228 3 : ‘
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ejpcciaii) strongy propenent of multicomputer automation has

General Automation, Inc., whose SPC-12 and SPC-16 mxlx‘n-]m e
(Secs. 6-26 and 6-4) will communicate with the company’, Ia:orfnrmf;m“rs
SUpCIVISOry minicomputer, a 16-bit machine frankly dcsfoncd %o‘r'lf-fﬁo
soﬁ\f\are \.xritten for the IBM 1130 and 1800 (the;c m'lcahm"* {Lu?{
16-bit minicomputers in alf but price) T e e
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Fi 7 R CL’rm(\ mted Qnevwe 6 minicom ter for use 0 perminsive tndust > -
gae < PULSr 1t a heavy-duty ustrial osure ifon Vi
"lfCOll(S (a Odlld\ U \d) red micom Woandaustrial enclost {IH tif O
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ha‘iuiﬁ-zill[m mdx;ulznszuters for factory. mobile. or military environments (Fig 7.85
t-card hold-downs to reduce vibrauon especially stiffe > hes iy
fans. ugoed s porouT Lo nespeaially suffened circuit cards hevv-duts
, Tugy esizned to protect the computer {i 5 ! -
from sho. dlecneomets desizng a¢ computer irom spilled liquids as woil as
. ag saterference proteciion mosture-sealed ches
Mty pe commne L atererene oisture-scaled switches and cabinets
P 7 , -+ Wonecessary annfungus coating of electronic components
7., g . N . a * e e
. 7._ Minicomputers in Business-data Acquisition Svatomns,  The vast field of
2 - ess!) i 3
tsiness-data processing is outside the sctentific/er . eering licati
arca treated in this book, ¢ IO putors o lins
ares tn this .QO‘L, but the burgeoning use of mimcomputers in on-line
usincss-data acquisition systems promuses to provide so laree a m 1rk;t
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that we should at leost mention it here. A typical and especially important
application s muoricompuier automation of superntarhet check-our stands, as
developed by Honeywel Information Systems. As individual saies items
are checked out, the operator either manually keys a code number printed

[T S S — Cig-® number,
checasrand number
o8 05 —~— ] and the dcte
255 327 MT -+—‘—~——\
ftem code -1gentizal t 039 GR \
to tne code number 2742 012 PR \ Decarimental

printed on ecch \ atbreviations, eg,

praguct prece fatel 98 042 GR -~e——01/ /-11- = ifeat,
= GR = Grocery,
95 154 GRTX / PR = Produce
959 1.32 DX {
6 G028 GR /
Total cost of ail 2236 (45 PR-<—-rf—
{rsted 1tems,
including tax® 600 349 MT
9122 297 MDTX

vaive of g 12¢
coupon tendered
by *he customer™

—ft———— 1448 T7
Cus*omer decides

to return a foaf of
/bread-1tem credited

r-—————= 12 CP

] ,—» 1436 17 / and inventory adjusted
New total-minus 2742 12 CR
the 12¢ value of
. 2~ total reflects
the coupon 1424 71T New
- a deduction of 39¢
1 32 CR -4——4—/ /
Net total - amoust )
due from cusiomer (" — = 1385 TT—=——"— Cash or check for
=23 TTX .$14 00 tendered by
Arngun* of {ax paid / cusiomer
e cusfomer's/ 2 1400 CT-—=+—
Tecorsy 138 015 CHG =~——— 43 change ¢ e-
N\.ghuz 138 stamps
del.ssred to the
customer
/\\/\v/\/‘\/\f\

~s
3

ermarket sater receipt, ndiemring the areunt of mforma-
em  {Honeywell information Systens )

on th% ind?vudu 2} cenoor cereal package into a local minicomputer, o the
tically with a mark-reading sensing probe.

;nz:-ck-or«f fprr nal displeys the item’s price \and~ if rcievant, its
ght, to the customer and computes the total purchaese price and sales
priats 2 sal> tape (Frg 7-9). The checker need not read, compute,
or cnter prices o salss totals, A computer-compaiible scale next to the
rerminal is uscg to weigh preduce.

o
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Thestore manager nas a cottaterpart of the check-out terminal (“manager’s
interrogation devize,” MID}  Since the nunicompuier keeps track of the
sale of exch individual item, the manager can use his termunal to ascertain
his mventory of any product, to determing sales up to the moment in any
department os atany ehetk out stand. te tacwy ot 2%, to changr priecs,
to see whether any purchates have been paid for with coupons or food
stamps, and to determine what taxes have beenr paid. In addition, all
bookkeeping concerned with sales and inventories is taken care of by the
small computer, books are balanced more accurately because automatic
computation has replaced human arithmetic errors. The tinicomputer
wil! preparz daily sales reports of thz entire store, showing the number of
custorers handled by each checker at each check-out stand, tc permit
management to schedule and rate store personne! and thus to reduce costs.
A daily sales report by stores and with total transactions permits manage-
ment to evaluate store operation, the effect of special promotions, ana to
handle its own inventory problem. These reports can be printed out and
sent through the mail, or the local minicomputer may be cennected to a
supervisory computer at a central location through a communication link

CATHGODE-RAY-TUBE GRAPHIC DISPLAYS
AND SERVO PLOTTERS

7-8. Cathode-ray-tube Displays. A cathode-ray-tibe graphic display
positions and brightens a CRT beam to plot a sequence of points (and/or
brightens the beam between points to draw line segments or *‘vectors™).
Smali dispiays (up to 11-in diameter) employ electrostatic deflection 1 the
X and Y directicns and can plot up to 10° distinct points/sec. Larger
displays use electronmgnetic defiection for better focusing and resolution,
out such displays ate slower (up to 100,000 points/sec). High-quality
electromagnetic-deflection displays may add fast electrostatic deflection
for small beam displacements {e g.. to display characters lubeling 2 picture).
Figure 7-10 shows how the X and Ydeftectior amplifiers of a CRT chsplay
are driven by X and Y digitai-to-analog converters {DACs). A digitally
coatrolled brightening veltage (Z-axis veltage} is also 1ndicated. 9-bit
O and Yresoludion 1s cue. satisfactory for mest ORT hisplays, but many
displays have 10-bi DAC:

Very efaborate dispia, s can use tull 16-bit resoletion to specify pomisin a pucture much larger
than acteally displaved on the CRT screen 10-bir portens of the 16-b't X- end }- coordinate
words are thew shified mto postion to display sm.dI or largs portions of th2 overal! picture at
different scales (srissor.ag) (

Displayed pictures range from simple 256-point graphs with coordinate
axes to elaborate design drawings with several thousands of points, plus
alvha: umeric characters A srorage-tuhe CRT display (Fig. 7-11) pernuts
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Fig, 7-10. A simple digntal CRT dhisplay suntable for Dertouzos-type line-segment display as well as for pownt display (a) and waveforms (h).

The Ine-brightness-compensation-vollage waveform also has the time constant RC to brighten

A it moves most quickly

H-switching times
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The X and Y display outputs

cning logic drops the recorder pen on the paper.

But perfect compensation 1s not possible (Fig 7-11a)

¢ with an xy servo recorder, in which case the brigit
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you to view the displayed points after they have been written only once—
the display remams wisible until a manually controlled or computer-
controlled voltage puise 1s apphied to 2n erasing electrode in the storage tube
Storage CRTs have excellent resolution and greatly simphfy display
opcration.  But they cannot displas miocing pictures and require complete
erasure and rewriting for display editing.  Most digrtal displays, therzfore,
use short-persistence cathede-ray tubes (P7 phospnor) and must rewrite

(refresh) the entire display periadically 3G t~ 60 times/sec.  This requires not

o
el Wil ot B
N £ ra
J
LS
- o F 3
3,
3 ~ - . -,
it

{e) ib)
Fig. 7-11. CR7T displass (g) and servo plot (b) produc
Fig 7-10  Both POINT and LINE modes are used 1
line-brightness-compensation time constant
change 1n the writing rate w
the beam

ad by the simple displa, pioiizr cuewn of
nF.g 7-1ia notetheetlect ota ustin gz ths
Perfect compensation for ihe Sxpornent
4y oL posstbie because the compensation voltage tends 1o otocus
(Uniersity of Arizona)

only many fast writing operations but a display-refreshing memory capable
of storing coordinate and brightness information for 1.000 to 6 000 points
and/or vectors  Adlphanumeric characters are generated and refreshed as
sets of points or vectors (strokes) usually stored in special read-only memorics
(character generators) and called out by special character-code display-
instruction words.

Each display point will require 18 to 20 bits of refresher storage for X
and Y plus, possibly, some extra bits to specify brightness or spec

ccial display
operations. Some CRT displavs especially the miore eluborate

rate displavs
used with larger digital computers, have their own 16- to 24-bit refresher
memories, perhaps 4K to 16K words A miricomputer display can con-
veniently share the minicomputer memory. This simphtics computer
operations on display words and makes the extra memory vailable to the
cemputer when the display 1s not ux 2d: although the time needed for display- ©
refreshing operations will necessanly slow concurrent computations.

Q
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7-9. Display Operations and Interfaces. (a) Simple Point Display. To
display a point, we transfer its X- and Y-coordinate w ords from a processor
register of from memory mto the X and Y DAC registers (Fig 7-12)and Fhen
brichten the beam  This can be donc through programmed I/0 instructions
mt?a different control bits and 10O pulses (Sec 5-2), but it is much more

DMA request
Data pulses

PROCESSOR [/0C AND OMA BUS

,@, Control

[ ; Device - selector Display
) Upper 1 oner - con??gf bit request -
+ - loch
l 9 bits ) 9 bits jogic cloch
L 1
}
\\\ ‘L 4’ ¥ Transter
~

Ne S

~ ~—

~r Nz
¥ buffer/ Centrol register
Simultaneous counter
9 bits  KE—CLEAR 9 bits
INCREMENT

’ X, transters

k4

-~ .
»~ Double -buffered
éﬁi/ X transfers, or
X incrementing

T

Log.c :esels controlhing

trigniness, X increment,
Y X hine /goint, etc
reqister register
3 bits 9 bits
Y-DAC X-DAC

Yo cscilloscope or recorder

Fie. 7-12. Design of a graphic-display snterface for an 18-bit numicomputer  Programmed or
SFRGA data transfers can rransmit pached X, ¥ words o1 toad a buffer wth X and then trapsfcr X
from the buffer and ¥ from th: data hus  [¢1s also possible to simply 'nerement the X bu.‘Tc:
for graph plotting whele transferring only Y-coordinace words from the Fus - The 9-but conl(r\(()).
register 1s loaded wuh the lasu 9 bits of any DMA data word starung with 100 000 000
(L nnersity of Arizona, see also Ref 39 and Sec 7-10}

efficient to employ dircet-memory-access block transfers (Sec 5-19). A
. M A display interface can readily requast and trarsfer alternate X and ¥
yords (from onc array or Iwo arrays in memoryl, but an especially neat
sehome §s o use an 18-bit minicomputer with 9-bit X and ¥ bytes packed into
a single word; this halfves the refresh memory needed and the computer tume
~ peeded to refresh the display, and simplifies the interfacs. Figure 4-8d
shows 2 suitable word-packing program.  In Fig. 7-12. 2 brightness contro!
bit gates the transfer pulse loading the X and/or ¥ DAC nto a parr of
faonostable multivibrators to brighten the beam  OGne usually controls
~brightncss by changing the duration of the brightening waveform (c g, &y

s
i

S —

N> i e A R £ P PYES: ol R OB
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‘brighter.
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15 DISPLAY OPERATIONS AND INTERFACES 7-9

GRing outputs of different logic-controlled monostable multivibrators).
Beam crrrent changes will also control brightness, but may defocus the beam.

(b} Simple Linc-segment Generation, Figure 7-10 also illustrates the”
Derionzos technique of displaying line segmenis between display points
The X and Y DACs shown drive operational-cwpiifier low-pass filiers with
equal time constants RC so that the heam will mote from point to puint along a
straight line after the X and Y DACs have been loarded sumultaneousl, (Thg
7-105).  This line is brightened if a control bit gaies the DAC transfer pulse
into wmonostable multivibrator 1. Unfortunately, the beam speed varies
exponentially along each line segment, so the beam becomes progressively
This is partially compensatéd-in-Fig. 7-11 by a diffcrentiating
network in the brightness control circuit, but beam defocusing makes perfec
compensation impossible (Fig. 7-1la). The simple Dertwuzos line-segment
generation technique is, however, excellent for producing hard copy with «
simple servo plotter  Figure 7-115 shows a drawing produced by feeding the
¥ and Y inputs of a serve recerder with the display circuit of Fig. 7-11a;
the brightness voltage lowers the pen to plot line segments. The transfer
race was about 10 points/sec, and the monostable-multivibrator time
corstant was appropriately longer (Refs. 39 and 40).

(c) Improved Line-segment Generation and Incremental Display Teci-
aiques. Morc elaborate line-segment generators employ operational-
ampiifier integrators for straight-fine 1nterpolation between successive
coordinate voltages so that line brightness will remain constant between
successive display points. If the time interval between successive display
points remains constant, tnough, short line segments will necessarily be
brighter than long ones. For this reason, elaborate displays employ digital
interpolation (hardwarce or software similar to numerical-control methcds,
Sec. 7-2) to place extra display points between widely separated points:
analog 1nterpolation may stiil be used. Electromagnetically deflected
CRT beams :can, in generzal, follow short displacements more quickly than
long ones.

In many of the better graphic displays, DAC registers {or DAC buffers)
are implemented as reversible binary ceunters, which can be incremented or
decremented by IO pulses to produce small beam displacements  The
incrementing pulse mi» ke gated to higher-order or lower-orac bits to
produce .ncrements of « few different <oy St

AX = =27 5002710

sy <hsplays only permitt
AY= =271 0 or2-1'°

so mcrement/decrement operations can move a display pownt only in one of
eight directions separated by 45° angles. Incrementiag-mode display
programs can generate any reasonable curve from such drsplacements

In display piciurcs contaning continuous curves or small detail, meve-
menting-mode instructions can save refresh memory and memory aceosses
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at the expense of extra display-logic hardware. For example, the i0-bit
X and Y coordinates of a single pomnt require fwo 16-bit words. But a
single 16-bit word could specify up to 2'° dlﬂ'crcpt combinations of X
and Yincrements (usually the hardware will not per.mlt all posmblg combina-
tions). With still more elaborate hardware, a‘dlsplay can be instructed,
say, to repeat the same beam displacement n times to generate a straight

line from n line segments.
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ay 15 coi d with a 1V-scan alphanumeric
i0. 7-13. A simple homemade graphic display 15 coimbine
S:Epla)l in this mplnlcomputcr system for on-line solution of ordinary differential equations
Readine coordinate labels and scales ofl the alphanumere display s much like reading a figure
legend ;nd imposes no hardship  (Unitersit of Arizona)

Even simple CRT displays may permit incrementing the X coordinate to
permit graph plotting (Y versus X 1n equal increments) without any need to
fetch X-coordinate words (Fig. 7-12}). N _

(d) A Suggestion for Do-it-yourself Displays.  Addition of alphanumerics
to graphs and pictutes (¢ g, labels on coordinate axes) complicates display
hardware and scfiware, because:

] i d many di ints

1. The dsplay of churacters adas ~uch fire detarl and many display points

. ¢ 7 o « 1) gy X 5T
2 Characiers wre poneraied from points {five by seveu dot rr,\_atrl yo

. which muist be stored esthet 0

. A,
strokes by referonce to a fair-siee tab.e

the comouter memor/ ar in Gisplay-2oniro
regd-onty inemory,

O

tiar hardware (MOSFUT

27 FROM DISPLAY CONIROL RT/O00T SFLAY PROCISSORS A
3. The need for chaructor spacivz and hine feed reguirss still more softv. are
and/or hardware

An excellent way to simplify this situation is to provide two displ:{\.\ﬁ side by side,
viz., a simple graphic display (refreshed or storage-tube display) ¢ad an
inexpensive TV-scan alphanumeric display with MOSFET cheractar
gencration and refresher shift registers (Fig 7-13j. which pernuts convenient
text editing and can work with only slight modification of tcletypewriter
software (Sec 3-14).

7-10. From Display Control Registers to Display Processors. The simplest
graphic displays have only a simple point mode with a single brightness
level. Such a dispiay can be operated with only mo /O instrucuons,
viz., TRANSFER X and TRANSFER Y AND BRIGHTEN If we usc packed
18-bit X, Y words, a siugle /O instruction will do {TRANSTER AND
BRIGHTEN)

As we noted, though, 1t is b3 far more efficient to fetch alternate ¥- and
Y-coordinate words, or packed X, Y words, by direct memory access. For
exampie, the points of a stmple picture may be represented as pached 18-bit
X, Y words stored in an N-word block starting at the memory location
PICT.

To display the picture {i.e., its N successive points), the program first
places the addresses of PICT and N 1nto two pointer locations in memniory
The program then enables interrupts from a real-time clock in the display
or processor to refresh the display 30 to 60 times/sec through the {ollowing
interrupt-service routine.

1. Programmed 1/O instructions preset a current-address cowncer »ad a
word counter (Sec. 5-19) in the display (or in the computer memory,
Sec. 5-23) to PICT 2nd to N, respectively.

2. Another programmed instruction enables a DMA request-pulse
oscillator in the display to produce successive cyele-stealing co-
ordinate-data transfers and to display successive points

3. The word counter counts down from & with each DMA transfer and
stops the request oscillaror when the count reaches 0, presumably
before the next clock interrupt repeats the process.

More complicated display programs will display multiple blocks of points,
corresponding to different portions of an overall prcture (Sec 7-11).

D _=lay options associated with individual display points, such as difierent
brightnesses, line brightening, and X incrementing for plotting graphs, are
controlled wath logic levels from a display control register (Sec. 5-4). which
may have berween 1 and 18 fp-flops.  Programmed display instructions
can 1nclude a few control bits, and thore may be special instructions to load
the conirol register. To obtoin the control-register information thiough

@
~

14
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S
wn

diect memory aeeess”
. . 1

i Control bits may be packed into data words (e.g , a 16-bitw ord could

contain a 10-bit Ycoordinate and 6 control bits)

7 The display may alaayvs request X words, ¥ weords. and control-
recister words 1n succession  This can waste a gocd deal of time.
The display muay recogmze certain codes as data words and some as
control words.

(W8]

As an exariple of tha Iast pors bihity, packed 18-but X, Yvords need ot r:},:'esem X = -;‘.
and Y= —1i,suce X = !and ¥'= & are not avadablem 2s -?ompiemen:'\cxe 2.ther. :hu\
date words Beguning ot ending w th 100 000 000 can be used to load two S-bii e ~.'\?‘reght:h:
such control words can be freelv inserted into the dispiay file, as necded F_ ;‘Lﬂ'- -13 tllustrates
the design of a simple graph e dr.play interface with a control ~egister (Ra® <0

Our direct-memery-access display interface can be regarded as an accessory
processor {display processor) which shares the computer memory. acce;?t_s
programmed instructions from the central processor, and can respond with
tnterrupts (see also Sec. 6-12a)  The accessory processor has:

A program counter (the DMA word counter)

A memory address register (the DMA current-address countar)
A memor:v data register (DAC register or bufier)

An instruction register (the display control register)

The simple “instructions™ executed by the display processor are DlSPLA:(
A POINT {using X- and I-coordate information), CHANGE BRIGHTNESS.
elc. With more claborate display operations. the display processor looks
more and more it e a small stored-program computer, it might implement”
Caordinate-incrementing instructiors (Sec 7-9b)
Disolay subroutie jumps and returrs, using a display iinksge register 10
store return addrasses . o
Fard-wired subioutines {ROM-implemented character gencration Calice
by suitabie control words)
Cusput to meluple CRT consoles

Dieplay operations mivolving actuai arithmens, .8 .

N == "4 5 Y=aY +¢ {(TRANSLATION 4 ND

{ e SCALING OF PICTURE
ORSUBPICTURE) )

X = X'cosd + Y'sin 3 Ve —X'sind + Yeos? (ROTATIOM

can be implemected gither 0 the mam processor or mn the display processor.
)
3

g
. . .. 3. o-1ql-to-gnalos
a fov dispiay processors incorporate fast multipiying digital-to .m:‘i:
converters for rotation operaiions.  The display processor cun beacomypizie

mimcomputer.

-,
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7-11. The Display File and Display Software. The display file for a
simple picture is & block of words contarning display-point-coordinate and
display-controlnformation.  There raust also be “header” words specifying -
the tlock starting address and the block size (PicT and N in Scc 7-10)

it will be expadient 1oz acture display files for nye

posnter o the start of \he next subpicture file ana 1ts block size
requests can then fetch cach subpicture 1 turn, and it w:li sull be pessible
to perform operations such as erasure, scaling, or rotation only cn selected
subpiciures. .

-Su.table header or label words car further structure subpictures mto
bierarchues of sub-subpictures, so operations can be performed on sets cf
sub-subpictures which ‘n some sense “belong togsther.” Display-struc-
turing and disp'ay-modifying operations can be called as assembly-languase
subroutines or macros and as FORTRAN subroutines, with symbolic names
for display files and subpictures

7-12. Operator/Display Interaction. Joy sticks, various tablet-stylus com-
binations, and the “mouse™ rolling on a tabie surface all contain dual analog-
to-digital conversion devices which enter X and Y coordinates into a
computer display file so that the operator can “draw’ points and hnes on the
CRT screen.

A light pen contains a photocell, which is held cgainst a CRT display screen
and which respouds to the fiash of a display point with an interript or sense-
line response  The computer can then mark the X and Y coordinaies of
the point in question 1o ¢rase or further brighten the point  The computer
can generate a dimly lighted raster or random-scan pattern and brighien
points touchad by the hgat pen (which contains a button switch to disabie
this action, if desired), so the operator can draw pictures on the CRT screen.
The coniputer caa aiso generate a tracking patiern with a prograim desizned
tc move this pattern in order to center 1t on the ught pen. this can diso be
used for drawing on the screen and for moviag subpictures (€ o . et o
block-dagram symbols) mmro desired screen posittons with the hight pen

Finally, the computer may display 2 “muenu’ of poss.bie deaswens or
commands on the CRT screen, cach with a “bghi-button™ patiern whicli 1
touched by the hight per fo wapiement the command

&

FRONT-ENDING, DATA-COMMUNICATIONS,
AND MULTIPROCLSSOR
TIME-SHARING SYSTEDMS

7-13. Bdlinicomputers as Input/Qutput Processors. An ever-imcreasing
number of mincomputers are employed as frout ends intended to reheve
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larger digital computer of input/output operations and its memory of
multiple input/output routines. We discussed in Sec. 7-10 how a data

.channe! designed to implement block transfers of input and output data

{and to perform a few extra device-control chores) acquires many of the
features of a small digital processor. A minicomputer transferring data

.blocks by direct memory access and communicating with a larger digital

computer through programmed instructions and interrupts (see also Sec.
6-12) can perform data-transfer and control operations equivalent to those
of several data channels; like a data channel, it accepts programmed
instructions to preset address counters, word counters, and control registers
and, in turn, speaks to the larger digital computer through piocessor
interrupts.

But a minicomputer can do much more than transfer data blocks and
control device functions. The mnicomputer memory buffers external
devices, which can thus operate at their optimal speed without waiting for
the main digital-computer program, and vice versa. If there is the time,
moreover, the minicomputer peripheral processor can perform formatting,
scaling, and code-changing operations, sense and announce error conditions,
and perform parity and syntax checks. What is more, many input/output
programs, interrupt-service routines, etc., c»n be stored in the minicomputer
memory at substantially lower cost than is possible in the more expensive
large-computer memory with its greater word length. Tens of thousands
of bytes of main-computer core storage may be saved in thus manner. Mini-
computers have been used as peripheral processors for practically all types
of peripherals, such as multiple teletypewriters, CRT displays, line printers,
disks, multipie tape units, and communication interfaces (Sec. 7-14). Such
applications favor minicomputer instruction sets which permut 8-bit byte
handling and operations on multibyte data words. In particular, micro-
programmed minicomputers may be furnished with instruction sets espe-
cially adapted to those of an associated large digital computer. As an
example, the microprogrammed Interdata Models 70 and 80 have instruction

sets conventently related to those of IBM Systeri/360 and 370 machines

7-14. Minicomputcrs and Data Communications (see Refs. 48 to 58)
For dota commurication over distances greater than a few hundred feet,
digital words are transmitted serially (bit by but, Sec. 1-3) and modulate a
coreter on a comnanancation Hine or wireless data hnk.  Amplitude, phase,
frequency maedulet onl or combination amplitude and phase modulation
is used  Communucation links specially designed for digital data traus-
mission may errpon tacho-frequency carners, but audio frequencies are
used on telephone lines (which ate not primaniy designed for data trans-
mission). At exch end of any carnier hnk, ene requires a modulaor/
demedalstar (modem).

LR S
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Simplex transnussion 15 on. direction orly  half-
directions, but only one at a time, full-duplcy permuts
feg,ontwo two-wire hines)

duplex permits commurucation 1y, both
Simultaneous transmission and r

ceepl.on

Conversion between parallel computer input/output lines and seriy bit
streams 1s usually achieved with shyt registers having parallcl mpuh’;cq 1]
output and ‘or serial input, parallel output (Table 1-55; sec alo ch <‘-1“
qut dx'gital data transmiscion is in terms of 8-bit ASCllI-character b;'C"}
1 bit being a parity bit (Sec. 1-4) Tt is necessary to mark the start h-n‘d‘ ‘>

Time e
Idle Ot 1t 1.0 0 0 t 0 1 1t late
(mark) i ~— (e )
stete stais

!
|
|
l
!
f
!

[ S {
! 'Leosf— 91 msec { |
v significant [
[ 1pe P
et L )
Start Panty 2 stop
bt bit bits
1710 sec

flg. 7-141. Senal representation for an ASCII T-mt-and-panty character.
delimit™ the seral character representation for asy nchronous transmission
ASR-33 teletypewriter operating at 110 baud (bits, secj or 10 characters’

Start and ~top oty
Triung s for on
sec

en.d qfeach byte or word unequivocally. In asynchronous daty treacmission,
this is ‘done through start/stop bits inserted between data werds by the
transmitting shift-register interface (Fig. 7-14). Since 3 smrt/stop‘ bits
transmitted with each 3-bit byte waste a good deal of time, asytfmhx(mous
transmission 1s used only with low-cost, slow data-transmission systers
{up to 1,400 bits/sec). Faster data-communication systeins wstify the cos%
of synchronous transmission. which transmits a cont;nuous Jstream of true
data bits and marks the start of a message (not the start of a word or by te)
with a synchromizing signa! (or the end of a LINE IDLE signal) transmtted
over an extra link or carvier frequency. In any case, the in{crf‘xcc betveen o
Earallel con}leter 1/0 bus and the serial inpat/output of a modem requirss,
‘uesxdcs a shift register, a bit-rate-determining clock, a bit counter. and some
fogic .wh;ch generates or recognizes start/stop bits or svnchronizine sienals

This interface. which is usuaily designed for a specific -computcr. s called a”
daia-sot coupler (data-sct coniroller) and connects to a gencral-puipose

Gata set combiming the functions of a modem and various 6[){10115, such as,
automatic telephore diabin:

Q@
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{Table cormpiled by Interdata, Inc.)

Some Cammercimly Available Daty Sets,

TABLE 7-2.
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Table 7-2 lists typical data sets. Wires and s.gnals between a data-sot
coupler include:

f. Ring indicator: Data set to terminal—it indicates that a caller
requests jocal crrnection of the data set to th= line. The te: minal
responds with d-ia terminaf RDY

2. Data terminal RDY: This requests the data set to connect to the

telephone line. o

Data set RDY : This informs the terminal that the data set is cornected

to the line and is ready to exchange data.

RCV signal detect: This is used for status.

. Request send: From terminal to data set—it is used to start trans-
mission.

6. Ready to send: This indicates that the line amplifiers are stabilized and
that the remcte terminal is able to receive. The terminal may pass
data to the modem.

. Send data: Data path from terminal to data set.

. Receive data: Data path from data set to terminal.

. Present next digit: ACU" has dialed one digit and is ready for the next

Digit present : The adapter has the next digit available.

- Abandon call: ACU has reached the end of its time out and since
there was no answer, it invites a disconnect.

i

hedlias

[e—,

OO e

[

Ordinary ASR-33/35 teletypewriter Iinks (Sec. 3-3) operate at 110 bits/sec
(bauds) using the 11-bait character format illustrated in Fig. 7-14.  Dial-ur
telepione lines, which involve telephone-exchange switching, can have data
rates up to 2,400 bits/sec, but special hne conditioning is needed to g8
more than 1,800 bits/sec.  High-quaiity private lines, line conditionming, and
special modems permit rates above 40,000 bits/sec.

Since many data streams——say, to and from teletypewriters——are slower
than a line will admit, several data streams may share the line bandwid:h
{frequency multiplexing); o1 we <an :nterleave bits or {preferably) characters
in time (time-dbvision multipiexing). A time-division multiplexcr/denualti-
plexcer (or data concentrator/deconcentrator; involves o buffer memory whuch
transfers parallel data bytes to and frem a digital computer as needed, while it
atternpts to vaasaut of 7ceeive a serial data stream over the commurecation
link at s optimal bit . .re {Fig. 7-15)

A minicompurer wil o pecial Comante caliva-tin Qg LOMPUICE-10-CONPUICY
interfaces can neatl)y perjorm duta conceatrarion/deconcentraiion, usmg 113
core memory for bufering. In addition, such a minicomputer communi-
catiozs vontroller acts as an extremely flextble peripheral processor (Sec 7-1 3)

which combines multiplexing/demuluplening with many useful functions,

' Automatic conirol unit for dialing
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Datc S ASR
ASR | 1 “get  bl<>{ 1038 1034 = s2T [ 33,35,37
33/35/37 coupler ccupler !
{a)
2018 Four-wire 2013 |
I 2018 e
Computer = data set d0212158et private ine | qqrq set dara set Computer
—={ coupler —> F—>1 coudier
(b}
Term
° dura e u;;"’
° concentrator Converter
° and IR b, N
o .deconcentrator '
Commynications
Term, intertace Master
Converter corci;ga'rov Cor??pufer
Term deconcentrator
e Data /
concentrator Converter /
® and
deconcentrator
(c)

Fig. 7-15. A 110- ro 15C-baud link between teletypewriters (o) a 2 400-baud computer-to-
computer link (by and a multiterminal system with ume-division mulupiexing () (Inrerdata,
inc

such as:

Error checks
Checking for spurious cchoes
Formatting and code conversion
Logic-controlled lme selection
Auvtomatic dialing
Accumulation of traflic statisties
Compuiation of (harges

tn

Messane storage Gorno svatem fa ies

. ; . nqife e o fhp srs or larps and
The numcorspuicr can. again, gicatly rebeve the burdens on large and

expensive digital oo palors connccies nio communitation nctworks

i Rle wnt Ppers
Once again, miccpenj amaing 15 an copeciat’y fleaible way o adapt a
municorputer aitended as a comtiscations contruior o different mast.s
computers and communeahons systems

O

H

3

3
O

H
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7-15. Alinicompaier Thuesharing Systenas (sce Rels 69 to 74) The
simplest nyraicomputer time-sharing systems are foreeround backeround
systems (Sec. 3-15), whick share the available core memory ansong o buck-
ground program, an interrupt-driven foreground program, and a simple
time-sharing-executive pregream, relying on memory-protection interiupts
to prevent overwriting {Sec 2-15).  Such systems are seve:<iy imited by the
available core memory.

More powerful time-sharing systems swap user programs in and out of a
disk or disks in response te user-terminal interrupts. Each user can
program his work as though he had sole access to a set of core-memary
pages all his own, a:though these pages are really disk-residert when he 15
not looking S

system must service multipie teletypewriters and/or CRT terininals, ang it
will have a formidable executive program to handle the disk swapning and
file manipulation for several users.  To relieve the Job processs wiich dnes
the actual computing, one employs an extra minicomputer {or even two
minicomputers, Fig 7-16) for peripheral processing {Sec. 7-13) and for
holding most of the executive program. The time-sharing systert thuy
becomes a nizdtiprocessor system. The minicomputer holdiug the resudent
executive program takes the role of the master processor. It rezognizes
interrupts from user-terminal commands and proccssor jeb-completion
interrupts, and it 1ssues progz: ammed instructions to imtiate dircct-iermor
access block transflers of programs and data vetween processors and dis) s
(see also Sec. 6-12) A minicornputer job processor, thus rhevea o7 10
and executive operations, can do respectable BASIC and FORTES ™ e
sharing for up to 32 users, with typical access times below 2 sec,
sharing file-manipulation commands permit each user to prowe-t Lz bies,

It 1s a good 1dea to have an extra processor for redundancy w. cuse of
processor farlures. An claborate time-shanng system might haw v o or
more job processors, but their simultaneous operation wiil saturate a singile
direct-memory-access bus between processors. At this pomr, one needs
multiport memories and multiple DMA buses, and the inultiprocessor
system becomes more complicated and expensive: but with quoatity-
produced modular interface components this will be the direction of future
development (see also Fig 6-5, Refs. 71 and 73). Two municomputer job
processors will, in all probabulity, rarely work togetfier on the same job, so
they may not need to commumnicate with each other during computation

o
FRYSS A

HSCELL ANEOUS APPLICATIONS
7-85. M

fcomputers versus Electionic Desk Caleulators {sec Rell 76)
Atdern <o :

i
Foroonac dest calevlators can perform farly  comipheated

Q
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calculations, which can involve trigonor:.titc and eaponential funciions.
Such machines have multiple registers for storing interimediate results and
can store small programs on magnetic cards. The morc advanced desk
calculators can even accept instrument inputs and may be uscd for auto-
matic oscilloscope dispiay and plotting of graphs.

Nevertheless, the simple.t minicomputer programmed in conversational
BASIC is incomparably more powerful and flexible Even users quite

averse to real computer programming can use calculator-mode commands
(Table 3-2},e.2.,

i

LET A = 1.573 — SIN (0 35)
PRINT B = A — 0.333

If you still prefer to punch keys instead of typing, 1t is easy to construct
keyboards which call arithmetic operations through keyboard interrupts;
since the human operator is relatively slow, the most primitive interrupt
system will do. Desk calculators have only one real advantage over most
currently available BASIC systems, and that is their 10-digit (decimal) or
better precision. Minicomputer BASIC is usually designed for only five-
digit or six-digit precision, and few minicomputer BASIC systems provide

for double-precision operation, although this could be readily added with
a little effort.

7-17. Continucus-system Simulation.  Digital continuous-system simulation
employs a digital computer for “experimentation’™ with the model of a

physical system (e.g., an.aircraft or chemical proccss) represented by a set of
ordinary differential equations

% = F(X, Xg.... Xa) i=1,2,...,n

{system state equations). The computer svlves these differential equations
with various initial conditions and system parameteis to produce time historics
of the state vanables (or of funcuons of thesc state variables); one can then
study the effects of parameter variations on the systeia performance  1f the
computer is fast encugh to permit synchronization of its time-history output
withareal-time clock. *™enthe sumuiated system eperaticon can be ¢ sperienced

inrecl pme  Real-time simulation v f2he gierr ot i portance in tronmg-

type simulators such as fight simulators, acrospace-mission stmulators, and
process-control trainers, which permit on-ine modification of the digital
stmulation through external-device tnputs from contro! sticks, switches,
etc., as well as on-line instrument-output displays and tilt-table or cockpit
motion.

A training-type flight simutaior, which may support multiple crew positions
and an instruc v vonsole, may have to solve over 20 highly nonlinear
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dificrenical equations and service of the order of 1,000 instrument dispi‘ays
and cockpit-contro! mputs (the latter mostly 1n the form of discrcte-switch
settings). These formidable inputjoutput requirements are readily handled
with a direct-memory-access systeni, which can transfer discrete inputs and
outputs as multibit-register words (Sac 5-20). Small digital computers
have replaced analog computation i practically all.commerc.xally available
flight simulators ~ Some 24-bit machines are used in large simulators, but
minicomputers will usually do. As a rule of thumb, an 18-b1F 1-usec
machine (PDP-15, 620, 1, Sec. 6-4) will readily simulate a twin-engined air-
craft in real time, using fixed-point arithmetic. Training-type flight
simulators need not simulate high-speed subsystems such as hydraulic
Servos.

General-purpose continuous-system simulation, most frequently slower thgn
real time, is so important for engineering design that seve.ral special
continuous-system-simulation languages have been written for th{s purpose
Such languages do away with the need to program complicated mtegrat;o‘n
formulas and to plot routines in FORTRAN. One _merely types or card-
punches the system’s differential equations in a form like

Xi'= —~A*X2 - B*SIN(W"T)
¥22= A"X1-C"X?

. . /
Onc adds a number of statements which specify parameter valies (€ g,
A = 0332), initial values (e.g., X1 =0,X2 = -1 5), and, if desired, iteration
programs for consecutite solution runs, plus output requests hike

PLOT X1, X2, V& 7

Most continuous-system-simulation languages are batch-processed on
large digital corzputers. It is, however, posst le to .do a respect‘ablc
sumulation (involving 20 to 30 nonfinear d:flerential equ'atiops and consider-
able control programs) on nunicomMputers, especxally‘lf floaung-point
herdware options are availlable. The accessibility of the municorputer
makes 1¢ possible to obtain solutions os ‘1az by typing differential equatmn%
directly on an alphanumenc CRT and to obtain SGl}JUODS‘On an adjacent
simple graphic dispiay (Fig 7.13), so the user can immediately assess th‘e
effect of vatying paromelers aid other pragram changes, a very useful »feamr:u{
The first on-hne mimr-on:paier simuation system of this type was developed
at the University o abzona under US government sponsership using &

i 3.t

{6K PODSS o PUP-1S with 166 wnd a small disk {Projec: DARE, fot

diffcrential en v oer replace e _

DARE type sima 10 Can repiace conventional :xm‘ff,g, computation (0
meny apphcations  On & mniceirpuier, t}}(:ugh, s?féxw*'»r:tor—f.rw: qo&(tmgf
point compaiztinns A1¢ o slew to pernud, sey. iv:;xc-dtny::_')smnul ;.‘;?,n‘
simulation in real tme: a4 simple 12-0¢Uslion wltvspn © amuletion mvelving

O

VISR OISR S B

[P

R

2592 HYERID ANALOG RIC L., ) 7-18

a few function generations and trigonometrical transio.n i~ ey, B0t
admit state-vanable changes with frequency corponents fasier than 0.1 Hz
(Ref. 61). For this reason, Project DARE also developed a Lved-poiil
simulation system employving the macro-bluck techmque outhnud m Sec,
4-22h to generate assembly-"anouage programs capable of very fast eccut.on.
DARE JF permatts real-time frght simulatics using a PDP-15, the fzd-
pomt variables must be scaled in the mannet of Sec. 1-8, just as 1n analog-
computer simulation (Red. 62;  DARE II integration steps can oe syn-
chronized with a real-tuas clock, so IDARE II can be used with znslog
inputs and outputs (¢ g, {hght simulation with a human pilot 1n the Joop.
partial-system test of autopilot components on a tult table).

7-18. Hybrid Analog/Digital Computation. Hibrid computer. sode
employed for fast continuous-system simulation {espaecially in the
chemical, and nuclear-reactor design areas), combine digital <onmuier,
with analog computers {clectrome differential analyrers) where ording v
differential equations must be solved more quickly than s poss:ible v,
digital computers alore. Such computing techmques are desccingd o
detail in Rels 66 and 67. Hybrid-computer applications fall into threz bioud
classes:

1. Digital-computer control of {one hopes fast} analog computation. Th
analog computsr solves a differential-equation system many :mes
with differcut system parameters or imitial conditions sunplied by «
digital-computer program, which also evaluates the analog-simulated-
system performance after ecach differential-equation solving run
Principal applications nvolve iterative optimization of some sysion
periormance measure (e.g, control-system errorj by the |
computer program, and digital accumulation ¢f stuiistic Tom 2
sample of analog-computer runs with random nputs {#ionte Carlo
simulation).

2. Combined analog/digital simulation. where the digital computer and
interface actually convert and process simulated-system variables and
return computed outputs through digital-to-analog converters 1nto
the simulated system  An especially important application s gigital
sterage and table lookup of empirical functions needed by the analog
computer

¥

3 Simulation of actnal digital computing equipment in simulated analog
digital control, gindance, and communication systems. -

Each hybrid-compater system requires an analog/digital iaterface or
finkage compiising mutupieved analog-to-digital cony erters. multiple digitol-
to-aniicg converters, iog‘n’:‘?yv:! interfacing for switching analog-computer
compounents {posstbly ever mcluding digital contro! of analog-computer =
batching:, and senss and inferrups hnes,
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Dugital control of araleg compuration is a natural application for mini-
computers, so much so that even medium-size analog/hybrid computers
often incorporate a minicomputer as an integral part of the analog-computer
console. Closed-loop. combined analoy/digital simulation, which is subject
to severe sampled-data frequency-response errors, 1s a by far more difficult
and cumbersome technique and apphies mainly to real-time or fast-time
simulation of large systems where all-digital simulation may st be too slow
or too expensive. Because such problems are usually large ones, a mini-
computer may lack sufficient computing power unless fixed-point arithmetic
issatisfactory, but this excludes FORTRAN programming.  Thesimulation-
software systems of Refs. 63 and 68 (see also Sec. 7-18) replace or simplify
asscmbly-language programming for fixed-point computations. ‘ Anotber
possible apphcation of minicomputers in combined analog/digital simulation
is in specicl-purpose i brid function generators (Ref. 67).

7-19. Editing and Typesetting. Minicomputer editing software (Scc.
3-16b) was originally designed mainly for editing computer programs.
Similar programs are directly useful for editing many types of. reference lists
which require frequent updating, e.g., catalogs, inventories, directories, and
time tables. As noted in Sec. 3-165, the best way to perform such editing
operations is with the aid of an alphanumeric CRT terminal.

With the expansion of the character set to incorporate lowercase as well as
uppercase letters, on-line minicomputer editing becomes apphcalble‘ to
general text material in letters, reports, and books. An early ap_phcat!on
was on-line computer usertion of different names, addresses, prices, anfi
account numbers in form letters stored on magnetic tape; a single tape unit
can control multiple electric typewriters. -

Typesetting machines for both hot-metal and photocomposition type
{and, i particular, machines for setting newspaper type} usually accept
inputs from punched paper tape as well as from keyboards. Ta;‘)e.‘s are now
contmonly prepared with the aid of minicomputer programs which accept
unjusiified and unhyphenated paper-tape or keybeard wnput fmd convest
IH.OjUStlﬁr‘id, hyphenated form.  Thesz programs take account of the difierent
character widths and 1 us save space aviometically.  Such systerns produce
text, advertisements, and headings n various formats; they can set upward
of 10,200 hines/hr; newspaper items or headings which reoccur daily can oe
stored on the computer disk or magnetic tape.

Combination of mimnicomputer programs for on-lire text editing and type
preparation offers especially intrigumg possibulities for ultrafast preparation
and updating of news bulletins and reports.
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31420 4 0000032155613530704 15 2657 142036 440000 14 0 000 000 000 GOO 000 264 11
304240 5 0000002476 132610 706 64 34 327724 461 500000 15 0000 000 000 00C 00002201
3541106 6 0000 000 206 157 364 055 37 434157 115 760 200 000 16 0 000 000 00 000 000 00! 63
46 113200 7 0000000015327 745152 75 5432127313 542400000 17 0 000 000 000 000 000 000 14
5§75 360400 8 0000000001257 143 56106 67405553164731000000 18 0000 000 600 000 000 000 01
7346 545000 9 0 000 000 000 104 560 276 41
rf!ung. ntog, 10 IN DECIMAL
s - #i0ge2 nlog, 10 n nlogo2 nlog, 10
t 0 30102 99957 3 32192 80949 6 1 8061799740 19 93156 85693
2 0 6020599913 66438561898 7 2 10720 9969¢ 23 25349 66642
3 0 50308 99870 996578 42847 8 2 40823 99653 26 57542 47591
4 1 20411 99827 13 28771 23795 9 2 70926 99610 29 8973528540
b) 1 50514 99783 16 60964 04744 10 301029 99566 33 21928 09389
ADDITION AND MULTIPLICATION TABLES
Addition Muluphcation
Binary Scale
G+0 =0 0x0=0
0+1=1+0=1 O0xi=1x0=9
t+1=10 ixt=1
Octal Scale
0 t 0f 02 03 04 05 06 07 1. 07 0% 04 05 G6 07
H — 1.
i 02 03 04 05 06 97 10 2 : 04 0C 16 12 14 16
2 03 04 05 G607 10 1l 30106 i 14 17 22 25
3 04 05 06 67 10 11 12 4} 10 14 20 24 30 M
4 ] 65 96 07 10 1t 12 13 S 12 17 24 31 36 43
3 a6 07 10 1 12 12 14 6 ': 14 22 30 ¥ 44 52
6 07 10 Iy 12 13 14 15 7, 16 25 3t 43 52 6l
7 10 1 12 13 14 15 16
MATHEMATICAL CONSTANTS IN OCTAL SCALE
= 3 11037 552421, e = 2 85709 321305, c= 0742 147707,
g™ = 0.24276 301556, e”} = 027426 330661, tny = —043177 233602,
Jx = 1 81337 611067, Je = 151411 230704, log, : = --0 62573030643,
nx = 111206 404435, log,o e = 0 33626 754251, JZ = 132801746320,
fog, = ='151544 163222, fog, e = 1 33252 166245, In2 = 054271027760,
log, 10 =3 24464 741136, In 10 = 223273 067355,

S = 312305 407267,

O

TABEE A2,

Octal-Decimal 1, .-

Qctal
10000 =

Decimal

X =

nx
1X
2X
3X
4X
5X
6X
X

10X
11X
12X
12X
14X
15X
16X
17X

20X
21X
22X
23X
24X
25X
26X
27X

4096
8192
12288
16334
20459
24576

28672
30X

X
32X
33X
34X
35X
36.X
X

40X
41 X
42X
43X
43X
45X
46X
47X

50X
19
52X
S3Y

vi Conversion Table,

¢

128
136
144
152
160
168
176
184

192
200
208
216
224
232
240
248

256
264
a0
230
28%
296
304
312

320
328
336
314

65
73
81
89
97
105
113
121

129
137
145
153
161
169
177
185

193
201
209
217
225
233
241

249

ot
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AR e
w2

[ o eI ]

2
10
18
28
31
42
50

66
74
82
90
98
106
112
122

130
138
146
154
162
170
178
186

194
202
210
218
226
234
242

e

1357 [S
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[Tl

T e B

& e ©WLra Y
[N 2V pami o & ~
I R *_C,)m‘&ulc:c,-

L) WwWww

i~
fer]

3
11
19
27
35
43
51

59

67
75
23
o1
99
107
115
123

131
139
147
155
163
171
179
187

195
203
211
219
227
235
243
251

259
267
275
-\\:I'l
29t
299
307
315

323
331

33y°

347

[V 8

N Cuda T R PD e
O B e T

68
76
84
92

- 100"

108
116
124

132
140
148
156
164
172
180
188

324
332
340
318

13
21
20
a7
45
53
61

69
77
85
93
101
109
117
125

133
141
149
157
165
173
181
189

197
203
213
221
229
237
245

253

261
269
277
85
493
301
30u
317

325
333
341
349

6
14
22
30
38
46
54
62

70
78
86
94
102
113
113
126

134
142
150
153
166
174
182
190

198
206
21t
222
210
238
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Ay SR Ao~
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[
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71

87
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1it
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TABLE A2 Octal-Decimal Tntezer Conversion Tzabe tContinuaed ), TABLE A-3. Octal-Decimal fot ¢
A A-3 il ad Yotepes Cane - o

|

X = 2 PR 7
0 1 3 5 6 7 X - o . 0 3 PR . X
54X 352 333 354 335 336 357 353 359 130 o5 oe on e e
55X 360 361 362 353 361 365 366 367 o 04707 TO3 THT Tus T 710 7
56X 368 360 372 371 372 373 37+ 375 132% '--iF ‘.ij‘ «_i-) AR LR O
57X 376 377 373 379 380 3%r 332 383 oL 20721 R22 2% T2 725 T 72T
133X IS T2 T30 TIL 732 T3 T T35
134X TITITOTINOTIN TH0 TH) Te2 749
60X 384 385 335 3T 38} 339 300 39 135X ti1 145 rip sar Lo lilTa2 T3
61X 392 303 301 335 396 397 39S 399 ! 126X 752 753 754 735 eze san oo 2O
62X 400 401 492 403 404 405 406 407 ‘ 137X 760 76l 762 T63 761 65 Teo ~oe
63X 408 409 410 411 412 413 414 415 = f02 ab3 U6y 766 10T
64X 416 417 41% 419 420 421 422 423 140X 763 760 770 771 TT2 773 774 775
65X 424 425 426 427 428 429 430 431 141X 776 TIT 718 710 T30 AL 792 7oy
66X 432 433 431 435 436 437 438 430 142X T84 TS5 786 ST TRR 780 740 101
67X 440 441 442 443 444 445 46 447 143X 792 793 791 795 796 797 7us 709
144X 800 801 802 8C3 804 %05 866 807
70X 448 449 430 451 452 453 454 455 145X 803 809 810 Sl 812 M1 814 #&
71X 456 457 453 430 460 461 462 463 148X 816 817 SIS 819 820 521 %5 820
72X 464 465 466 467 468 469 470 471 147X 824 825 826 87 828 S 830
73X 472 473 474 475 476 477 478 479 :
74X 480 481 432 433 484 485 436 487 150X 832 833 831 833 S35 837 833 530
75X 488 489 490 491 492 493 494 405 151X 840 841 842 843 B4 RN 545 84T
76X 496 497 495 499 500 501 502 503 Octal  Decimal Octal  Decirmal 152X 848 849 830 831 832 £33 A3 #33
77X 504 505 506 307 508 509 5310 311 100000 = 32768 1000000 =  ogo1aq 193X 856 837 S35 839 830 SBL 862 mes
200000 = 65536 - 154X 864 865 S66 S67 8RS 869 ATO §7)
300000 98304 2000000 = 524288 L% 5o sra :
= bR 2 N7 - 5 - - 27 1 - -
100X 512 513 514 515 516 517 518 519 - 3000000 = 786432 oo ‘2 573 Bid 875 876 7. ATY 879
101X 520 521 522 523 524 525 526 527 400000 = 131072 4000000 = 1048576 198X 8S0 851 832 833 884 383 a4 987
co 223 9Z% 9o of 5 = 2 157X ; §30 51 892 €43 Bus ios
102X 528 529 330 331 332 5333 334 535 = s 5000000 = 1310720 5 883 530 890 891 892 €03 Bui £05
103X 536 537 535 339 540 5: 342 543 - 6000000 = 1572864 . N ]
= : 160X 90 900 901 one ans
104X 584 545 510 547 548 549 530 551 700000 = 229376 7000000 = 1835008 G 08 ST o8 800 900 oor S0s S08
105X 552 533 534 5335 556 537 338 559 . Y YU s $30oan
D oS sea sma sar zmp sem 162X 912 913 914 913 916 ©IT 91° 519
106X 566 561 562 363 5631 5365 566 567 loax 2 ons es oh ole oI e 5o
. " e o= g = s - JROLON 23 @2 i
107X 568 369 570 571 .372 3573 574 575 164% 925 920 930 931 032 93 61t o35
165X 936 937 935 939 040 941 912 943
110X 576 577 378 579 380 331 582 583 166X 944 945 946 047 943 919 950 031
111X 584 583 335 3ST 588 337 390 591 167X 952 953 954 955 936 957 933 050
112X 592 393 374 593 39 577 595 599
113X 600 601 672 603 60% €75 606 607 ; 170X 960 961 982 953 98¢ 685 066 Q67
114X 608 600 610 611 612 613 614 613 171X 968 969 970 971 072 973 974 975
115X 616 617 615 619 €20 °21 622 623 172X 976 977 978 979 930 9SI 932 933
116X 624 623 625 627 628 €27 630 63 : 173X 9%4 985 986 937 638 9Sy 900 901
17X £32 633 CC1 G35 635 03T 638 639 = 174X 992 993 904 903 G86 9u7 945 699
173X 1000 1001 1002 1003 1334 1055 1006 1007
, o 176X 1005 1000 1010 1011 1012 1013 1014 1015
120X 0% 61 F22 E13 €31 &y 64D 647 o S ’ )
177X 10 Q102 ;
121X S Ces £ 631 £ oo st 035 t ; 016 1017 101S 1019 1020 1021 1022 1023
122X a6 GAT 6Ly 859 G60 (Al G52 603 ! 200X 1024 1025 1026 1027 1025 1020 1030 1031
123X 664 655 f.u GOT 663 £4T 670 671 : oy 5 1053 1034 1ome 108 teae 10ag
I u oDoIn - ' 201 1032 1653 1034 1035 1033 1037 1033 1039
124X 672 073 T4 475 670 €77 678 679 : o1 _ . ) ! Y
L bis B i 202X 1040 1011 1042 1043 1014 1015 1046 1013
125X 680 651 62 £33 €51 £33 686 687 . ; - IS 1015 1046 1017 .
Loy P eGSO : 203X I04% 1030 1030 1051 1032 1033 1053% 1053
; 9B 0 60 guz 0 5 » 204X 0 I0AT 1058 039 1060 1061 1062 1063
L)

. =0T DIES 70 T <Y -
17X  YesT 53 696 700 702 703 _ Q 203X 10 nRE 1067 1088 1070 1071

' PR
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TABRIE 30 Ocnat-Docin! Tateger Conversion Tabie «Contnaicd) TABLF A-3 Octal-Doanal Intger Conversion Table (Cor s oa s
X= o0 1 2 38 4 5 6 7 | X= 0 1 2 3 4 5 & 4
206X 1072 1073 1074 1075 1076 1077 1078 1079 263X 1432 1433 1431 1435 1453 1437 1475 1429
207X 1080 1081 1082 1083 1084 1085 10S6 10S7 264X 1440 1441 1442 14473 1444 1035 1446 1147
: 265X 1449 1449 1450 1451 1452 14353 1474 11755
210X 1058 1089 1000 1091 1092 1093 1094 1095 i H6X 1.::50 1457 14,;»3 1.1,;9 1470 \::.1 1+ 0 n.;r,'J',
211X 1096 1097 1098 1099 1109 1101 1102 1103 ! 267X 1461 1405 1466 1407 14 s 10w 1470 1474

219X 1104 1105 1106 1107 119S 1109 1110 1111
213X 1112 1113 1114 1115 1116 1117 1118 1119 -

214X 1120 1121 1122 1123 1124 1125 1126 1127 B N e s
215X 1128 1129 1130 1131 1132 1133 1134 1135 519% 1198 1430 1400 1301 1402 149 1103 1105
216X 1136 1137 1138 1139 1140 1141 1142 1143 $75% 1406 1407 1403 1499 1550 1301 1502 1573
217X 1144 1145 1146 1147 1148 1149 1150 1151 274X 1504 1303 1308 1307 1505 1509 1510 1511
220X 1152 1153 1154 1155 1156 1157 1158 1159 s O e T e 1
221X 1160 1161 1162 1163 1164 1165 1166 1167 317X 1508 1390 1530 1531 1532 1333 1534 1535

222X 1168 1169 1170 1171 1172 1173 1174 1175
223X 1176 1177 1178 1179 1180 1181 1182 1183

224X 1184 1185 1186 1187 1188 1159 1190 1191 e o [ i o 1
225X 1192 1193 1194 1195 1196 1197 1198 1199 2% 552 1533 1554 1555 1535 1357 1558 1559
226X 1200 1201 1202 1203 1204 1205 1206 1207 B A 1oy 1o T s o
3 9 - N33 3 5 562 15 3 363
221X 1208 1209 1210 1211 1212 1213 1214 1215 304X 1368 1360 1570 1371 1572 1573 1574 1575
. R Octal  Decimal Octal  Decimal 305X 1576 1577 1578 1579 1330 1381 1582 1583
230 2 2 22 22 : : . e - - yzuc 1=
oy me D S I e 1 10000000 = 2057152 100000000 == 16777216 306X 1584 1555 1336 1387 1533 1380 1590 150!
: 24 1225 1226 1227 1225 1229 1230 12 20000000 = 4194304 200000000 = 33554432 307X 1592 1593 1394 1505 1596 1597 1398 1599
232X 1232 1233 1234 1235 1236 1237 1238 1239 ‘ 0
) - - 30000000 = 6291456 . 300000000 = 50331648
233X 1240 123} 1242 1243 1244 1245 1240 1247 ¢ 00000000 — 671085 . 3
3 Lzas 1240 1250 125) 1252 1253 1254 1255 40000000 = 8333603 I 00 = 67108564 310X 1600 1601 1652 1803 1804 1605 1600 1607

i

235X 1956 1257 1258 1250 1260 1261 1262 1263 50000000 = 10485760 . 500000000 = 83886080 5y3x 1608 1600 1610 1611 1517 1613 1614 1615

236X 1264 1263 1266 1267 1268 1269 1270 1971 60000000 = 12582912 ’ 50090020 ~ 100663296 312X 1616 1617 1513 1619 1620 1621 1622 1623
237X 1272 1273 1274 1275 1276 1277 1278 1279 70000000 = 14680064 700000060 = 117440512 313X 1624 1625 1626 1627 1628 1629 1630 1631
e T ‘ 314X 1632 1633 1634 1535 1635 1637 1638 1639
240X 1280 1281 1282 1283 1284 1285 1286 1287 315X 1640 1641 1642 1643 1644 1645 1646 1647
GALX 1é88 12'89 1260 1291 1292 1283 1294 1é9’5 316X 1648 1649 1650 1651 1632 1633 1654 1635
213X 1296 129"‘: 1298 1-299 1300 13{11 1302 1303 317X 1636 1637 1635 1639 1660 1661 1662 1663
243X 1304 1305 1306 1307 1308 1309 1310 1311
244X 1312 1313 1314 1315 1316 1317 1318 1319 320X 1664 1665 1666 1667 1665 1668 1670 167!
245X 1220 1321 1322 1323 1324 13?5 1326 1327 ' 321X 1672 1673 1674 1675 1676 1677 1678 1670
246 1328 1329 1330 1331 1332 1333 1334 1335 ! 322X 1650 1631 1632 1653 1034 1685 16867 1657
247X 1335 1337 1335 1330 1340 1241 1342 1343 ; 323X 1688 1636 1600 1601 1602 1603 1694 1605

; 324X 1696 1697 160S 1690 1700 17CL 1702 1703

250X 1344 1345 1346 1347 1348 1349 1350 133 323X 1704 1705 1700 17C7 170s 1709 1710 1711

2L X 1352 1353 1354 1333 1336 1357 1335 1350 \ 326X P2 ATES IV LVIS 0710 17T . T1IS 1719
SHBX 1350, 1361 1362 1363 1364 1365 1366 1367 ‘ 327X P R A TSR YL VY
253% 1368, 1369 1370, 1371 1372 1373 1374 1375 *,
294X 1376 1377 1378 1379 1330 1331 1382 1383 f 320X 1728 1729 1730 1031 1732 1733 1734 1735
255X 1354 1383 1386 1387 1388 1359 1390 1391 33X 1736 A737 1733 1730 1730 1041 J742 17453
256X 1392 1293 1394 1395 1396 1397 1398 1399 l 332X 1744 1745 1746 1747 17435 1749 1750 1751
257X 3400 1401 1402 1403 1404 1405, 1406 1407 i 333X 1732 1753 1754 1735 1733 1757 1758 1739
E 334X 1760 1761 1762 1763 1754 1765 1765 1767
260X 1408 1400 1410 1411 1412 1413 1414 1415 i 335X 1763 1769 1370 1771 1792 1773 1774 1773
261N 1416 1417 1418 1419 1420 1421 1422 1423 : 336.X 1776 1377 1778 1779 1730 1781 1782 1783
X 1424 : 1427 1428 1420 1430 1431 i 337X 1784 1735 1786 I7S7 1733 1789 1790 1701
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TARLE A3

Oual-Doo

X =

340X
341X
342X
343X
344X
345X
346X
347X

350X
351X
352X
353X
354X
355X
356X
357X

360X
361X
362X
363X
364X
365X
366X
367X

370X
371X
372X
373X
34X
375X
376X
37X

400X
401X
402X
403X
404X
405
400X
4amy

41uY
4ilX
412X
413X
414X
415X

S Tntewer Comversiog Table {Continaad)

0 1 2 3 4 5 6 7

1702 1793 1704 1705 1706 1797 1798 1799
1800 1801 1892 1803 1504 1805 1806 1807
1805 1809 1§10 111 1812 1813 1814 1815
1816 1817 1813 1312 1820 1821 1822 1823
1824 1825 1925 1527 1823 1829 1830 1831
1832 1833 1834 13835 1836 1837 1838 1839
1840 1841 1542 1313 1844 1845 1846 1847
1848 1849 1830 1851 1852 1833 1854 1835

1856 1857 1838 1859 1860 1861 1862 1863
1864 1865 1866 1867 1868 1869 1870 1871
1872 1873 1874 1875 1876 1877 1878 1879
1880 1881 1882 1883 1884 1885 1886 1887
1888 1889 1890 1891 1892 1893 1894 1895
1896 1897 1898 1899 1900 1901 1902 1903
1004 1905 1906 1907 1908 1909 1910 1911
1912 1913 1914 1915 1916 1917 1918 1919

1920 1921 1922 1923 1924 1925 1926 1927
1928 1929 1930 1931 1932 1933 1934 1933
1936 1937 1933 1939 1940 1941 1942 1943
1944 1945 1946 1947 1948 1949 1950 1951
1952 1953 1954 1955 1956 1957 1958 1939
1060 1061 1062 1963 1964 1965 1966 1967
1968 1960 1970 1071 1972 1973 1974 1975
1976 1977 1978 1979 1980 1981 1982 1983

1984 1985 1956 1987 1988 1989 1990 1991
1992 1993 1994 1995 1996 1997 1998 1999
2600 2001 2002 2003 2004 2005 2006 2007
2008 2009 2010 2011 2012 2013 2014 2015
2016 2017 2018 2019 2020 2021 2022 2023
2024 2025 2026 2027 2028 2029 2030 2031
9032 2033 2034 2035 2036 2037 2038 2039
2040 2041 2042 2043 2044 2045 2016 2047

2048 2049 2030 2031 2052 2033 2054 2035
20536 2057 2058 2059 2060 2061 2062 2063
2064 2065 2066 2067 2088 2069 2070 2071
9072 2073 2074 2075 2076 2077 2078 2079
2R 2081 2052 2083 2054 2085 20%G 2037
Q058 20%) 2040 2691 2092 2093 2094 2095
2Gu6 2067 20U 2099 2100 2101 2102 1103

92104 2105 2108 21067 2105 2109 2110 2111

2119 2113 2114 2115 2116 2117 211
2120 2121 212' $198 2174 21dn 2120 2127
2198 2129 2130 2431 2832 215 213
2156 2137 ‘)l 38 213 21s 11
2144 2145 2146 2147 2143 2i5
2132 2133 2134 2103 €158 215

TABLE A3,

Ot Nedimal Interer Conroraiun Table tConcinuedy

X = U i 2 3 4 5

419){ 2160 2161 2162 2163 2164 2165 2145
417X 2168 2169 2170 2171 2172 2173 2174

420X 2176 2177 2178 2179 2

421X 2154 2155 2186 2137 218y 2189 27
422X 2182 2103 2104 2105 2Ju. 2197 219
423X 2200 2201 2202 2203 2204 2205 2
424X 2205 2209 2210 2211 2212 2213 2
423X 2216 2217 2218 2219 2220 2221 2
426X 2224 2225 2226 2227 2228 2229 2
427X 2232 2233 2234 2235 2236 2237 2
430X 2240 2241 2242 2243 2244 2243 2
431X 2248 2249 2250 2251 2252 2253 2
432X 22536 2237 2238 2239 22060 2261 2
433X 2264 2265 2266 2267 2268 £26G ¢
434X 2272 2273 2274 2275 2278 2277 2
435.% 2280 2231 2282 2233 2284 2285 2
436X 2238 2259 2200 2201 2292 2293 2
437X 2296 2207 2208 2299 2300 2301 2

440X 2304 2305 2306 2307 2308 2300 2317
441X 2312 2313 2314 2315 2316 2317 22;
442X 2320 2321 2322 2323 2324 2345 252
443X 2328 2329 2330 2331 2332 233 ‘.',‘..3

444X 2336 2337 2338 2339 2340 2341 2
445X 2341 2345 2346 2347 2349 2319 2
446X 2352 2333 2354 2355 2356 2337 2
47X 2360 2361 2362 2363 2364 2365 23

450X 2368 2369 2370 2371 2372 2373
451X 2376 2377 2378 2379 2380 238
452X 23354 2385 2386 2357 2388 2339
453X 2392 2393 2394 2393 2396 2397 :
454% 2400 2401 2402 2403 2404 2405 .
455X 2405 2409 2410 2411 2412 2413
456X 2416 2417 2418 2419 2420 2421
457X 2424 2425 2420 2427 2428 2429
460X 32 2433 2434 2435 2436 2437 2441
461X ’-HO 2441 2442 2443 2444 2445 3-,—1'“
462X 2445 2449 2450 2451 2452 2453 24
463X 2450 2457 2459 2450 2460 2461 22 .C
464X 2461 2465 2466 2467 2468 24060 227 L7
465.Y 2472 2473 2474 2475 2476 2477 .
466X 248 2481 2482 2483 2484 2455
407X 2488 2189 2490 2401 24902 2403
4708 2506 2407 D498 2459 2500 2501 2°
471X 250E 2305 25006 2507 2508 2509 2
472X 2312 2513 2514 23135 2316 2317 2
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TARLE v Outal-Decu.

ateger Conversion Table (Continued)

X =

ETRAN
474X
475X
EYLAY
477X

500X
501X
502X
503X
504
5008
506X

507X

516X
511X
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13X
514X
518X
516X

517X

520V
521X
522X
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5244
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530X
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2621 2622

2624 2625 2626 2627 2628 2629 20630
2632 2633 2634 2635 2636 2637 2638
2640 2641 2642 2643 2644 2645 2646
2648 2649 2630 2651 2652 2653 2654
2656 2637 2658 2659 2660 2661 2662
2664 26635 2666 2667 2668 2669 2670
2672 2673 2674 2675 2676 2677 2678
2680 2681 2682 2683 26S4 26835 2686

2688 2689 2680 2691 2692 2603 2694
2696 2697 2698 20699 2700 2701 2702
2704 2705 2706 2707 2708 2709 2710
2712 2713 2714 2715 2716 2717 2718
2720 2721 2722 2723 2724 5 2726
2728 2729 2730 2731 2732 3 2734
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N~
e
-

L
~!
sl
=
[ IETG RN NI IV SR o

e WD
w

AN

2805

LT S N U S A
-~F
-t
[=5

[abSoy
— 3L
[

x
—~

[ ]
w
3
[0 s]
—
o
[N ]

12812

2816 2817 2818 2819 2820
2524 2825 282G 9827 2828
2932 3833 2834 2835 2836
2340 2841 2512 2845 9844
2848 2810 2H50 2851 2852

[ERCE TR

2605 2606 2
2613 2614

21 2922 2
20 2830 .
37 2638 2
45 2846 2
3% 2854 2
2856 2557 2838 2859 2500 2501 2-62 2
2861 IN6S I5bh 2507 2565 2469 24WTH 2
DRT2 USTS O8TE 2570 257 UNTT 2878 25

-3

[\ o)
[S1ERSTINT]

[

o N

Ur
Ut = QO WD
= 03 LY o~

v
(53

2759
2767
2770
2783
2791
2749
2907
2515

N T

T

v ey e

TARLT 430 Octal-Decimal Int s e Converyy - Ty 7, ‘niteed )

X = 0 1 2 3 i 53 6 7
550X 2550 2881 2982 213% 5.3 2335 2886 25n7
551 FREY D08 ARG 240 202 2353 2801 2353
5523 2306 2%97 2305 210 2740 9001 2002 ¢ A3
5538 2004 20603 20006 277 13 danu Lyln 9ag)
SR 2012 2613 2014 2.1, 2 2017 20in un10
853 2020 2921 2022 2035 3934 2025 202 2037
356X 2925 2029 2930 2,1 2732 9933 9954 3053
557X 2036 2937 2035 2999 2:10 2941 2942 2943
560X 2044 2915 2046 2937 2545 9040 2030 2951
551X 2052 2053 2054 2933 2935 2057 2038 2959
562X T960 2861 2962 2402 2954 2065 2066 2067
553% 2063 2069 2070 2971 2572 2675 2074 2975
564X 2076 2077 2978 2979 1730 2081 2652 2083
565X 2883 2085 2686 2057 2933 2059 2900 2091
566X 2992 2043 2004 2% 3 29 2097 2098 2099
07X 300D 3001 3002 3053 2004 3005 3006 3007
570X 2008 3005 3710 201! 3012 3013 3014 3015
3T1X 3016 3017 3018 30:- 3120 2021 30227 32023
572X 3024 3025 3026 3727 1,23 302 3030 2931
573X 3032 3033 5031 3,35 3008 3037 3038 3030
574X 3040 3041 3042 5750 Lol 3045 3046 3047
575X 3048 3045 3030 U5, 2032 3053 3054 5035
576X 3058 3037 30538 3072 570 3061 3062 3u63
577X 3064 3063 3006 3957 L4 3068 3070 3071
600X 2072 3073 3071 36735 117S 3077 2078 3079
6N x 3080 3081 3032 7711 ¢ 32 2035 3086 3037
602X 5038 308y 3000 % -1 T 22 3003 3904 3005
603X 3095 3007 300% 277- 100 3101 3102 3103
604X 3154 3105 3100 4007 3I0S 3100 3110 3111
6055 3112 3113 3114 32317 3176 3117 31i8 3119
606X 3120 3121 2122 5137 1124 2125 3126 312
507X 3123 2129 3:99 3351 3152 3132 3134 3133
610X S156 3137 3125 57 7- 5110 3141 3117 3142
611X 3144 3143 3140 3047 TrtS 3140 3150 3151
§i2X 3152 %153 3154 5277 3335 3157 3158 3130
813.Y 316D Sivl 314> L lor 4183 3i6e 33167
TR 316] 3100 30T ' T T it TS
613 SUPB 30T heTe LT SRR IR TR SRR R
616Y 3ISL 3I83 31-0 117 IS G186 ared ey
BT 3192 3192 10 o 309 3197 3195 31499
6204 3203 3206 3207
621X 3213 3214 3215
622X 3221 3222 332%
623X 3239 3230 3231
624X 3237 3233 3230
625X 3245 3246 3247




TABLF a2

Outal-Decy

s Inteoer Con ome 2 TLY

- e T et T

274

e
I
(s}
N

3248 3240 SI° 2231 3252 3233 3234 3235
3270 3257 3.7~ 1273 3260 3201 3262 3263
3204 3265 3. 207 3288 3209 3270 3271
3272 3273 307+ TIT5 3276 3257 3293 3279
3280 3281 F232 233 3284 3285 3236 3237
3288 3289 32%7 1201 3202 3293 3204 3295
3206 3207 32-¥ 2209 3300 3301 3302 3303
3304 3305 3373 3307 3305 3309 3310 3311
3312 3313 3314 3315 3316 3317 3318 3319
3320) 3321 3322 3323 3324 3325 3326 3327

3328 3329 3327 2331 3332 3333 3334 3333

3336 3337 33%% 3339
3344 3345 3347 3347
3352 3353 333¢ 3335
3360 3361 3372 3363
3365 3369 337"
3376 3377 37 33V
3354 3385 3%+4 238V

3392 3393 3:-4 3385
3400 3401 2:.2 3403
3408 3409 41w 3411
3416 3417 3:1% 3410
3424 3425 5427
3432 3433 3:°4 3

3440 3441 3242 3443
3448 3449 327+ 3

3436 3457 317% 3
3464 3465 2:- 3

3340 3341 3342 3543
3343 3349 3350 3351
3356 3357 3358 3339
3364 3365 3366 3367

3371 3372 3373 3374 3375

3330 3381 3382 33%3
33538 3359 3390 3391

3396 3397 3398 3399
3474 3405 3406 3407
3112 3413 3414 3415

G 3420 3421 3422 3423
T 3423 3429 3430 3431

3436 3437 3438 3439
3444 3445 3446 3447
3452 3453 3454 3455

3480 3461 3462 3463
3405 3469 3470 3471

3472 3473 TiT: 347H 3476 3477 3478 3479
3480 3181 T:02 2453 3454 3455 3456 3487
3488 34%0 _:- 3401 3402 5303 3494 3465
3496 3487 4.1 200 35)0 3501 3302 3503
3504 3303 77 - 7397 3375 330y 3310 351
3512 3513 7.4 2315 2516 3317 35318 3519
9520 35271 7.1 7323 3524 3523 3526 3527
3523 3522 G521 5532 3393 3311 3535
7536 3537 22500 5540 341 3542 3543
2544 3545 211, 3047 3 s U319 3330 5351
1332 3533 7114 0735 BUT0 33537 335% 353
360 3581 22383 2364 °563 3306 3567
2465 3562 TTTL UOTL 3572 3573 3574 3005
SN EN T Te AT OBINT 53D 202 3553
435%% 3370 R A NN AU ARSI S
R SR B TUR 55 20T 330 3599
U000 36T L2 el taad BERG 3506 3u07

TADRLE A2

Octal-Deceral ntorer £ oaversfan Taklo

Y IR

/
o

X = 0 H 2 3

&

703X 3608 3609 3610 3611 3612 30613 3614 415
704X 3616 2017 2615 3619 3620 3021 3622 30,25
705X 3624 3625 3626 3627 3628 3620 3640 1491
706X 3632 3633 3631 3635 3050 3697 3648 140
707X 3640 3011 3042 3643 3644 3645 3044, 2517
710X 3645 3940 2650 3631 3632 3653 3631 7455
711X 3676 3657 3635 3639 2660 3661 3602 2603
712X 3664 3085 3066 3657 5668 3669 3570 16TI
713X 3672 SBT3 3674 3875 3676 36TT 36TH 3670
714X 3650 3881 3887 3683 3651 2683 3636 5657
715X 3688 3689 3600 2681 3042 3693 36091 3495
716X 3696 3697 3808 3690 3700 3701 3762 2703
717X 3704 8705 3706 3707 3708 3700 3719 3711
720X 3712 3713 3714 3715 3716 3717 371% 3719
721X 3720 3721 3722 3723 3724 3725 3726 3727
722X 3728 3729 3730 3731 3732 3733 3734 3773
723X 3736 2737 3738 3730 5740 3741 3752 043
724X 3744 3745 3746 3747 3748 2749 3750 3751
725X 3752 3753 3754 3735 3756 3757 3755 3759
726X 3760 3761 3762 3763 3764 3765 37HE 37HT
727X 3768 3769 3770 3771 3772 3773 1774 3775
730X 3776 3777 3778 3779 3780 378V 3752 479
731X 3784 3785 3786 3787 3788 37nY 374N 470}
732X 3702 3793 3794 3795 3796 3797 374k 2709
733X 3800 3801 3802 3803 3804 3805 3406 2x07
734X 3808 3809 3810 3S11 3812 3813 2514 2513
735X 3816 3817 3S1S 3819 3520 3821 3372 3323
736X 3824 3825 3826 3927 3828 3829 35730 %31
737X 3832 3833 3834 3835 3836 3837 353% 3330
740X 3840 3841 3842 3843 3844 3845 2845 i4T
741X 3848 3549 3850 3851 3852 3553 3534 2233
742X 3856 3857 3838 3839 3860 3501 7342 =83
T43X 3364 3863 3866 3867 3868 3300 3:7y 371
744X 3872 3873 3874 3875 3876 3877 YiTe 3T

745X 3880 3881 3882 33883 3884 3883 nsdh FenT
746X 3888 3850 3900 3801 3x02 3802 - .1 ;a3
747X 3806 3807 39S 3800 3YD0 3901 3o 2 N3
750X 3904 3905 3006 3007 300% 3909 “uin 3,1

751 % 3012 3913 3014 3915 3016 3017 <. _s 3410
752X 3020 3021 3022 3023 3924 3925 L L, L7

YARAY 3078 3030 3030 3031 3uL2 Bul3 o N33
731X 3036 30937 3638 3030 340 3641 1 Lo 3543

753X 3041 3045 3046 2017 30IR 30e T L5

Tah Y QU5 30533 Suad 3833 S50 3U5T 1T 345y
757X 060 3061 3069 3063 3064 3403 3.3 w67

C

79
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APPFNDIN RFITRINCE TARIFS

1-9i.F \-3. Octal-Decimnl nteger Comversion Table (Continied)

280 \\/f 28}

TABEE A5,

APPENDIN. FLIFRINCE 1ABILS

Ot -Tecimal Traction Convaraon Table

O

X =

760X
761X
762X
763X
764X
760X
766X
767X

TICX
711X
772X
773X
774X
715X
776X
711X

0 1 2 3 4 b 6 7

3965 3069 3970 3071 3072 3073 3074 3u75
3076 3977 3078 3970 368N 3USi 392 3483
3084 3955 3586 30ST 3088 3989 3960 3991
3992 3993 2004 3995 3006 3uu7 3998 3999
4000 4001 4002 4003 4004 1005 4006 4007
4008 4000 4010 4011 4012 4013 1014 4015
4016 4017 4018 4019 4020 1021 4022 4023
4094 4025 4026 4027 4028 4029 4030 4031

Dlu

4032 4033 4034 4035 4036 4037 4038 4039
4040 4041 4042 4043 4014 4045 4046 4047
4048 4049 4050 4051 4052 4053 4004 4055
4056 4057 4058 4059 4060 4061 4062 4063
4064 4065 4066 4067 4068 40690 4070 4071
4072 4075 4074 4075 4076 4077 4078 4079
4080 4031 4082 4083 4084 1085 4086 4087
4088 4089 4090 4091 4092 4093 4094 4095

Octal

.000
001
0652

003

004

005
066

007

{10
011

012
013

014
015

.016

017

020
N2t
022

TARLFE A-4. Powers of Sixteen.

6" J_ n
1 i 0
15 i
25 2
4 056 3
65 536 4
1 045 ST6 | 3
16 777 216 | 6
263 435 456 i 7
4 1294 967 2% 8
6% 719 476 736, g
Poow S8 Tie W0
17 592 186 031 416 1 3
81 474 $76 710 656 B b
4 S03 S99 627 370 496 1 13
72 057 S5u. 037 927 93, 14
1 152 921 5 6DG i 976 15,
| ‘\/—"’—” U
) o Vates

.023
024
025
026
027
030
031
.632
033
.034
035
036
037
€40
(041
042
.043
044
645
040
L047
050
051
.052
053
034
035
056
057
nae

B

P Rl

v Ay o AmoaatE

PO,

Decimal

00006000
00195213
0G390652
0058935
007817230
004676563

01171875
.01367188

01562300
01757313

019583125
07148438

02343730
42535062

L02724375
. 02929588

03125000
03320313
03515625
03710038
03906250

.04101563

(4295875
04402188
04687500
04882513
05078125
05273438
054687350
05604063
15859373
05054683
06250000
016445312
G0640625
06835638
07031230

On‘uu 6)
U7421874
0761718y

07812500
050067813
08203125
08395433
05593730
05750063
08054375

.09179088

09375000

Octal

Decimal

CeSTO313
05763625
090609353
10156230

-10331363

105346575

L10747018S8
-10937500

11132513
11528125
11523438
11718750
11914063
12400375
12304¢€88

L12500000

12695313
J2800625
3uudd
13281250
13476363

luoilaxa
ébﬁllgo

14962500
C142078138

14453125
14648438
14843730
15038062

.15284375

15420458
15625000
15220313
16015613
16210038
16406230
16601563
16796-77
18992183
17L8V300
17352313
L7375125
1777343
17968750
181640063
1R330373
18334683
I8T30000
18045313

Ceral

142
L1402
| ER
145
146
(147
i50
151
152
153
154
155
136
157
1€n
161
182
183
.i64
165
166
167
L1170
171
172
173
174
175
17¢
177
200
20
J302
.03
a0t
0y
204
207
20
231
AN
2l
214
213
216
217
o0
an

DRRY

UNE VRN V0 I B VI - I N )

Decimal

19140625
183453928
10531230

LIUT2R5403

JLBA2IRTS

20117E8s
203125300
20507813

206703125

20595433

.210063750

21286083
21484375

.21875688

21875000

22070312

-
=

265625

[ ]
y pros
39 Oy o=

e
(o3}
-1
[<3}
2
<

L3 0D 0D tu ko St

L23328125

24023408

L24218750
L24414063
.24609375
L 248048688

25000000
25195313

L25300625

23533433
23731230
236748563
20171873

2G0T 1R

RTINS
IN[2H000

28520318

23513425

Octal  Decimsl

227 28710938
22} 29306950
225 20101563
225 2026657~

227 29402158
230 290R7500
231 20aF2S15

232 3078125
233 30273438
234 30433750
L2353 208540064
236 30851375
237 31656
L2x) 0 ZE256000
211 Qiringil
242 316100625
243 31325032
244 32031204
245 322265503
:’40 32":““1/ .
247 3201713
250 B2R12000G
261 3U0DTRLIY
252 3320412
253 33&955%%
254 335u3751
255 33780065
236 J3043T5
257 34170088
250 34375000
261 34570813
262 317u7h”’
263 3A0NWIS
264 3)l,b-nh
265 25351303
250 3504050 &
267 3374218S
270 35937500
26132813
36323177

.,
-1 ~2
L

2
274 ,UUTIQTSO
275 36v14063
276 37169375
277 37304uRS

300 37300000
301 3769533
302 3TE00425
303 350%0s



APPENDIN  RVFFRENCE TABLES

TABLE -5, Octal-Dicinat Fraction Comversing Table (Contnned )

282

Jctal
304
.305
.306
307
.310
311
.312
313
314
315
316
.317
.320
.321
.322

Decimal

38281250
38476563

(38071875

38867188
39062500

.39257813

39433125
39648438

.39843730

400380863
40234375
.40429688
40625000
40820313
41015625

QOctal

323
324
325
.326
327
330
331
332
333
334
333
336
337
340
341

Note: (0.4)s = (0 5)10
therefore, for example,

Decimal

41210938
41406230
41601565

1796875

41092188
12187500
42382813
42578125
42773438
42963750
43164063
43359375
43554688
43750000
43945313

Octal

342
343
344
345
.346
LT
350
351
352
353
354
3535
.356
357
.360

Decimal

44110625
443775038
44531250
44726563
44921875
45117188
43312500
45507813
145703125
45898438
46093750
46280063
46484375
46679688
46875000

(0.652)5 = (0.252}5 + (0.5)10
= (0.33213125)10 + (0.5)10

Octal

361
362
363
364
3635
366
367
370
371
.372
373
374
375
.376
377

Decimal

47070313
47265625
47460938
47636250
47851563

.48046875

48242188
48437500
48632813
48828125
.49023438
49218750
49414063
49609375
49804688

e on o A A YWY

TABIE A5,

Getal-Dodin

L N

Ve Lamva i Lol

Uctal

L G0N0N0
000001
000002
0nnnn3
000060
330005
LO6LOUG
000007
000010
000011
000012
.000013
000014
.000015
000016
000017
200020
0400021
000022
000023
.000024
.000025
000026
000027
000030
.000031
.000032
.000033
.000034
000035
000036
000037
000040
000041
.0000G42
.000043
000044
000045
Q00046
0N0047
000050
00nns1
000052
Uono33
Q00354
00055
NN0G36
000107

Diecitaal

(0006000
[IGIITRES!
00000763
6001114
0n001326
00un1007

00003513
G00N4196
00004578
00004959
00003341
00605722
000606104
J0308485
QUOGLS66

00207248

00007623

LG0G0801L

0Nn0s3g2
00003774
00009153

00009537

00009918

.00010300

00010681
00011063
00011441
00011826
00012207
00012539
00012970
00013351
00013733
00N14114
00014496
00014377
00015259
00015640
00016022
GO016403

RG]

00017166
DUALYIIN
Q0117929

Gerad

o00606N
000061
006062
000063
0N1064
G00063
001005
QO00GT7
GuLUT0
000071
860672
00073
000071
000073
000070
000677
$U0i0o0
000101
.000102
000103
000164
060103
000106
n00167
000110
000111
000112
000113
000114
000115
000116
.000117
000120
000121
000122
000123
000124
000125
000126
000127
000130
000131
000132
000133
000134
000135
00Ul a6
000137

Proeime !

Oi01R31
00015652
QON16673
00011133
050130
G0N20u21s
00020540
00020981
00021362
00N21744
(0024125
O 2356

JON2258%

00023270

00023651
00021033
06024414
00024796
00023177
000253558

00025943

00025321
000267u3
000327032
00027466
ONG27TS 47
00035229
(0028610
00025992
00029372
00029755
00030135
00030519
000308469
000631251
00031662
00032043
00032425
000323008
00033188
000335649
00033951
00034532
000331714
00035005
00033477
00035533
QU245

OI v'li ‘j
By st
ot
(Ganlin
OuhL ey
0nnLss
000151
GGHIA2
06913
0001%¢
N0G1 43
KT
On01sEy
00016y
[
L00uIse
0001673
060
[0FTSRTANY
o0 us
0N T
0GH . T
NGl
Q007>
L000173
000174
000175
606173
BUIHEN
000IeH
ann2ni
600202
nnn2azl
0NnH20d
090405
0020,
000207
~0210
you2tl
nnQp212
ARITRA
00021t
onn21a
NG
Gh217

RN PETAS)

Dioal

036021
(03700,
.

Syt
(IR RN

Gl 37 7 )

0nhg 0
00352
000459577
nNON051
000+ 158
[INTE Y
[S110% 33 RS0V
EUDF NS
UNOENG2
RS R
(00543725
HUDESTERN
OO
(SR
[AI S T A
GO fu sl

GUUEDIR

-t

"J‘/:"i—-: ‘\'
GaeLr s
Q00T A
O e 2
0N 7an)

[T RN
Gl sy
[ O]
RO
000
(gl
(AR
farc e
(e T
Pt Len
[EIEAE
T
[T

e i

[AENEASRN

(073375

gags e
pre st
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hERE
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TARLE A-3  Outal-Diaweee! Fraction Conversirn Table (Conitnued) { TABLE A-S. Octal-Decimal Fracuen Conversion Table 1Co v ol 1y
T ! - e ——
QOctal Decimal Octal Decimal Octal Dceimal i Octal Decinal Octal Decimat Octal Decimnal -
0600220 .00054932 000302 00074005 .000364 00093079 % .000146 00112152 .000330 00131224 6006}2 00150249
.000221 00055313 000303 00074387 000365 00093460 : 00447 00112534 0060331 00131607 00613 001506581
000222 00035655 .000304 00074768 000366 00093842 . 000450 00112615 000532 00131939 000A14 00!'1062-
000223 000360706 .000305 00075130 000367 00094223 . 000451 00114207 490533 00i32370 COEs15 L0
000224 00036438 000306 00075331 000370 00094604 . {00452 00113678 U033+ 00132731 0016
_0000225 00056539 000307 .00075912 200471 00094636 z 000453 00114059 000535 '13313% OUUG1LT 1352
000228 00057220 000310 000676204 .900372 .00095367 i 000454 00114441 600536 0013.,314 000620 00152358
000227 00057602 000314 00076675 000373 00095749 ! 000455 00114522 000537 00133090 000621 C0152660
000230 00057983 .000312 00077057 0600374 00006136 I 060436 00115204 600540 00134277 000622 00155351
000231 00038365 00u313 .00077438 000375 00096512 é 200457 060115583 000541 .00134659 000623 00153752
000232 00058746 .¢00314 CO0T7820 006376 00096393 ; 000460 00115567 000542 .00133040 000624 00154112
000233 00059128 000315 60078201 000377 00087275 : 000441 00116348 000543 00135422 000625 00124435
000234 06059509 600316 00078583 .000400 00097656 : . 000462 .00116720 000544 .00135803 000626 00134877
600235 00055891 .000317 .00073964 000401 00098038 . 000463 00117111 000545 00136185 000627 00153235
000236 0u060272 000320 00079346 .000402 00098419 i 00464 00117463 000548 00136566 .000530 00155440
£00237 00080654 006321 00079727 000403 00098801 i .000465 00117874 000547 00136948 000631 LU
.00n240 00061033 .000322 00080109 000404 .00099182 l 000466 00118256 000350 00137329 000632 .0015610%
000241 00061417 000323 00080490 000405 00099564 : 000467 00118637 000351 00137711 000633 LCOIA6T R
000242 00061798 .000324 .00080872 000406 00099945 t .000470 00119016 000352 00138092 000634 L00137160
.000243 0006250 000325 00083253 000407 00100327 i 000471 00119400 000553 .00138474 .000635 00157547
.000244 00062561 000326 00081633 000410 00100708 , 000472 00119781 000554 00138855 000636 00157428
000245 00062943 000327 .00082016 000411 00101089 ; 000473 00120163 000353 00139236 000637 Q0138216
000246 00063324 000330 .00082397 000412 00101471 y 000474 00120544 000556 .00139618 000640 00158801
000247 .00063705 000331 00082779 000413 00101852 ! Q00475 00120926 000337 00139999 000641 00159073
.0600230 00064087 .000332 .00083160 00414 00102234 } 000476 00121307 300560 00140381 000642 00134451
000251 00064468 000333 00083542 0004135 .00102615 000477 00121689 000561 00140762 000643 00159838
600252 00064850 000334 00083923 000416 00102997 i .0003500 .60122070 000562 00141144 000644 00160217
00253 00065231 000335 00084305 000417 .00103378 ; 000501 006122452 000563 00141525 000645 00180309
000254 00065613 .000336 00084636 000420 00103760 ! .000502 ,00122833 000564 .00141907 000646 .001600230
0CO255 00065594 000337 000850868 000421 00104141 : 000503 00123213 200565 00142288 000647 00161332
£10256 00066376 060346 00085449 000422 00104523 ; 000504 00123596 L2566 00142670 000630 00161743
000257 00066757 009341 000583831 000423 00104904 . 0036505 00123973 000567 00143051 000651 00162123
026 00067139 000342 0n08e212 000424 00105286 i 000306 - 00124339 < 000570 00343433 000632 00162505
Fhent 0056067520 (00343 06356594 000425 00105667 .G00507 00121741 000571 00143814 000653 00162888
{6262 06067802 EUSIXEES 0036975 000426 00106049 ) 060510 00125122 (03372 00144168 000654 001682265
081263 CONGZI33 006345 JJIST357 000427 00106430 000511 .00125504 000373 00144577 000655 00163531
Lo 0264 00065665 000346 0003772 000430 00106512 000512 00125885 000574 00144958 000556 00161032
0055 000Ca046 000347 095085120 000431 00107193 009513 00126266 000575 00145340 000657 00164417
SLI0H QUURY LT QU033 40088501 003422 00167574 .000514 00126648 C00576 0014572 000850 00184790
VY8BT (00558802 00u351 00053882 060433 00107936 : 000515 0012702y 000377 00146103 000651 00163178
5OuTIn LCUGTCLESS 0093352 00058204 Q00434 00108337 000516 00127411 GLOBGNH DIUETIE XA DDLEL2 00165558
f3a2it LOCHT0572 000323 00959615 009435 00108719 000317 00127792 000601 JUIL8N3E 300L63 00163939
S22 00070335 $0035+ GOUL0027 000136 00105100 000520 00128174 Q00602 00147247 B IMIES 00IS632]
G027 5 00671553 000355 00070408 . 000437 00109482 000521 00125553 0608M1 ong Tl G0UGCES Suiberuz
oON274 O006TLTL0 0003556 0090790 000440 00109863 000522 00128957 020604 00145019 0006586 00167054
LT 00072030 000357 L0D0G911TE 000441 00110243 000323 00129318 , 0006065 00148392 000667 001674C3
10276 VOOTEETY 0003673 06001533 000442 00110626 000524 00129700 .000606 00148773 QL0670 00167847
Hu0277 000123b1 000361 00091924 000443 00111008 000323 00130081 000607 00149155 C00671 00168228
6040300 00073242 000352 00092316 000444 .C0111389 00526 00130463 000510 00149536 000672 .00168310
000301 00073594 000363 00092607 000415 001117713 000527 00130814 000611 .00149918 000673 00165991
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TART L v-5  Octal-Dear wad Traction Comverston Tablc (Contmued)
Octal Decimal Octal Decimal Octal Decimal
000674 00169373 000723 00178146 000752 00186920
000675 00169754 000724 00178528 000753 00187302
000676 00170135 000725 00175909 000754 00187683
000677 00170517 000726 00179291 000755 00188065
.000700 00170898 000727 00179672 000756 00188446
000701 00171280 000730 00180054 000757 00188828
000702 00171661 000731 00180435 000760 00189239
.000703 00172043 000732 00180817 000761 00189590
.000704 00172424 .000733 00181198 000762 00189972
000705 .00172806 000734 00181380 000763 001903353
.000706 00173187 000735 00181961 000764 00180735
.000707 .00173569 000736 00182343 000765 00191116
000710 00173950 000737 00182724 -000766 06191498
$00711 00174332 000740 00183105 0006767 00191879
000712 00174713 000741 00183487 000770 00192261
000713 00175005 000742 00183865 000771 .001926142
0600714 00175476 000743 00184250 000772 00193024
000715 00175858 000744 00184631 000773 00193403
0nN0716 00176239 000743 00185¢13 000774 00193787
.000717 00176620 000746 00185394 060775 00194105
000720 00177002 000747 00185776 000776 00194550
000721 00177383 000750 00186157 900777 00104031
000722 00177785 0007514 00186539
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TABLE A-65  Hexadeciral Mutltiplication Table .
v soals el 1] slelaislc|p E|F
i1::~i14:sLef7_ixJ§9!A‘;B§c_‘F)EF !
B 6;8iA§C{E;lo}!:’il-le%iSilA;lC iEf2
_;_3|iﬁt9§tC1F“2|515i’8 mgu»:izx{zﬂy 2A 12D |3
i g ic 10 ! 14Jf 18 11c |20 {2428 2c|30 |34 38 |3c)4
sisia JF (1] 1 IE 23|28 | 20| 32|37 |3C|at| 46 4B ]S
66 ; c gxz i3 | 124 L2430 |36 |3C| 42 a8 | aE| 54 |safs6
EiE ; E 15| mj 23 1 2A1 31 ] 38 | 3F| 46| 4D 54 55__62 69 |7
8fs | 10'18 2 2813036 |40 |48 |350] 58 |60 68|70 |78|s
9lo 12 1B i24|2D] 36 {3F |48 |51 |sa|s63]e6c|s]|7e]87]09
abalial1e {28 32 ]3c] 46 | =0 |sales]6c| 78 | 82| 8c]|o6|a
Bl |6 lat l2c! 37022 aplss |63 6E! 79 |84 | 8F | 9a | As |8
clc) s ! 30 13 48 | 54|60 6C 78| 84 |90 |oC| A8 | BalC
pipliala {ula , 4E | SB |68 |75 |82 | SF|9C| A9 B6 | C3|D
—EJ_E 1124 1 38 | 46 i s |62 70 | 7E | 8C| 9a | A8 | B6| Caf D2]E
Firlie 20| 3cC I 1B } sa |69 |78 |87 {96 | As|B4|CIl D2|EI|F
tlo2] s 4J5’6 7Js 9JA B |c|Dp|E|F

O

TADLY A-7. Tecletype* Code

Even
parity bit

0

!

—~

O - - S . D - —

(= "

b

N
—- N2
ocl?ulbcl;dc i Character Remarls
000 : NUL Mull, tapz fued  Repeats on Model 37. Control
shift P on Modcl 33 and 35
00} t  SGH Start of hzading, alsn SOM, start of nessage
| Controi A °
002 i STX Start of text, also EOA ond ofaddress Coutra! I
003  ETX Ewleftent, also EOM erd ofinasvag Control €
Q04 H EOT End of trausmosion (END), shuts o TW %
machines  Conltrol D
005 ENQ Enquiry (ENQRY), also WRU, "Who arc you”’
Triggers identification (“Here 15.. ™) at remors
station if sc equipped  Control E
005 ACK Acknowledge, also RU, “Are you . ™ Control
F.
007 BEL Rings the bell  Control G
010 RS Backspace, also FEO, format effector  Buckspaces
some machines  Repeats on Model 37 Controi
H en Model 33 and 35.
o1t HT Hornizontal tab  Control I on Model 33 and 15
012 LF Line feed or line space (MEW LINL), adiancr.
paper to next hne Repeats on Model 37
Duplicated by contiol J on Model 33 and 35
G613 A" Vertical tab (VTAB)  Centro! K on Maodel 33 and
35.
014 FF Forni feed to top of next page (PAGE)  Control !
013 CR Carniage return to beginming of ine  Contra! M
on Model 33 and 35
0le SO Shift out, changes nibbon color to red  Control N
617 St Shiftin changes nbbon color to black  Contiol O
020 DLE Data hink escape  Control P (DCO)
021 DCi Device control 1. turns transmitier (reader} on
Contiol Q (X ON).
022 DC2 Device control 2, turns punch or austhary on
Control R (TAPE, AUX ON)
023 DbC3 Device control 3, turns transmutter (reader) off
Centrol S (X OFF)
024 DC4 Device contro! 4, wrns punch or auxilary off
Contro! T (AUX OFF)
025 NAK Negative acknowledge, also ERR, error  Contia!
U
026 SYN Synchronous idle (SYNC)  Control V
027 ETS End of transmission block , also LEM, logical end of
medium  Control W
030 | CAN Cancel (CANCLY  Control X
031 ; EM End of medium  Connol Y
032 ; SUB Sabstituie Conirol Z
033 « ESC Escipr prelte The code s a%e gencrated by
| cantrel shift K on Mode! 33 and 38
¢34 { FS File scpanrenr Tase oty infi LonModo 323and 38
G35 : GS Group sepacnior ustrol sinft M o Model 33
[ and 33
036 ! RS Record separator.  Control shift N on Model 33
and 35
037 us Umt separator.  Control shift O on Model 33
and 33
040 } sp Space
041 !
o2 | -

T oeletyre s d roginte o

1

biruderark of the Teletvpe Corpotation
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TABLF A-7. Teletype Code (Crr iy ucd)
| 7
Even | T-bu Even l 7-bit
party [ oetal Characte- panty i octal Character

bt code bt code

1| oo * 0 | e | N

¢ | ou S { 17 o

1 045 ° 0 120 P

1 046 & ! 121 {0

0 047 ’ 1 22 R

0 050 { 0 123 S

i 051 ) 1 124 T

1 032 ® 0 125 U

0 053 + 0 126 \%

1 034 . i 127 w

1] 055 ~ 1 130 X

0 056 0 131 Y

i 057 0 132 | Z

1] 060 0 I 133 I Shift K on Modet 33 and 35
1 061 1 0 134 \  Shift L on Model 33 and 35
i 062 2 I 135 ] Shft M on Model 33 and 35
] 063 3 { 136 1

1 064 4 0 137 |~

0 | o063 5 0 | 140

0 066 6 i i 141 a

I 067 7 1 142 b

1 070 8 0 143 L

0 071 9 1 144 d

0 a72 G 145 ¢

i 073 . 4] 146 f

0 074 < 1 147 g

1 075 = i 150 h

{ 076 > 0 151 i

0 077 ” 0 152 1

i 100 € 1 153 K

0 101 A 0 154 ]

0 102 B 1 155 m

1 103 C 1 156 n

0 104 D 0 157 [

i 105 E { 160 p

1 106 £ 0 151 | g

O W G g 162 '

N {1 H i 163 | s

I ! G 164 t

1 1 112 § I } 165 u

L B 13 K § | 160 A

N i 0 167 1w

[§] T2 N 4] 170 0 %

O

2

APPENDIYN REFERINCE TAREES

TABLL A-7. Teletspe Code (Coutirucd)

Chatacter % Remarls
o i
v
z |
{ |
! I
; l
~ I On early versions of the Maode! 3% wid 3% 1l
} codr may be generated by enther tue AL
| MODE or ESC key
DEL i

Delete, rub out  Repeats on Maodeal 37

tven | 7-ha .
parity it} ot code !
1 {71
1 | 172
0 173
I 174
0 173
0 i76
{ 177
——

REPT

PAPER ADVANCE
LOCAL RETUKN
LOC LF

LOC CR
INTERRUPT, BREAK

PROCFLD. BRK RLS
HERE 1S

Keys that gercrate no cod s
Model 33 and 35 only cuuses any other Loy that 1y wirudk 1o
repeat continuous!y untl REPT 15 refeased
“odel 37 locai hne feed.
Model 37 local carmage retuen
Medel 33 and 3S local hine feed
Model 33 and 35 tocal carnage return
Opcens the hine (machine sends 9 contirnses sty of o
characters)
Break refease (not applicable}
Transmits predetermimed 20-choracer mics az

=, - ., =%, % alse repect on Model 37
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Febitypi™ Paper-tape Code.
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3 =HOLE PUNCHED =M
51=NO HOLF PUNCRED=SPACE=0BIT

y
J

AK=1RIT

MOST SIGNIFICANT BIT
LEAST SIGNIFICANT BIT
87654 5321

L1 [@7 [spece] [NuLL{IDLE) | [ 1 Jolo] lolo]d
| A ' |% |START Of MESSAGE Ui joto] [olcle:
’ B " I% [END OF ADDRESS (EQA) 1 [ (00! [olelo]
< | [ # |x [ENDOFMESSAGE (EOM) oiol jojsie
L D $ 3 |END OF TRANSMISSION (EOT) olo| 'ejoio
—1 £ % |% [WHJ ARE YOU (WRU) loic| jelo]e]
{ F 8 % [ARE YCU(RY) 0,0] |olelo
i G " [BELL olol {olole,
H {— 15 [FORMAT EFFECTOR oje! olojo
T i Y __|% [HORIZONTAL 743 olel lToloje
; B J | s !% [LINE FEED ] ole! [oleic!
[ K + |% [vernicaLTAB ole; [oleje
{ ] L , FORM FEED cie! [el0/0
) - CARRIAGE RETURN ole] |¢loje]
N . [SHIFT oLT oje! [e[oio
B o / SHIFT IN ole| |ejole
P 0 DCO elo] [ofolo
T @] 1 READZR ON 9lo| [o[o]®
_ R 2 TAPE (AUX ON) 9]0l |oie[0
] s 3 | READER OFF elc[ Tolele
- T 3 {&UX OFF) elo] [elolo
U 3 ERROR 0|0l lejole
v G SYNCHRONGUS IDLE ool jelol0]
W 7 LOG!CAL END CF MzDIA 6.0 |ojole
X 8 B ] ¢lel 1oJol0
¥ 9 S oje] [oiole
z : sz elo| lojelc]
[N . S3 o[s] [ojvle]
~ | < 1% |34 08} 1940]9]
TR S W W M U1 jeial “elole
e > % [S6 L 8¢, [00/0]
=k ok [ [ felo] Teiols]
' } ! t e
| i ! [NON—TYP:NG e TYTS ,
5 l L ~Ss————=—>101C]0] SAML
! | -= ° oirx SAME
non-tveng ) __”_»: zig - f%j;

RV AN

.
1

H SHIFT KEY

* Teicty peas a regntored trodemark of the Telety pe Corparation

293

TABLE A-9.
Teletypewriter-tape chorpels 1.2

used optionally for lowercase letiers

APPENDIX: REFERENCI

O

TABIES

ASCI Telcry pewriter,Hevadecimal Covversion Table,

., 71 correspond to bits 0 (LS). 1, 2,
character byte. channel § or bt 7 ropresents the panty bit

,60fa
The unussigned codes are

HEX (MSD) oo [ 8 | 9 A l BJ c! o7 F
(LSDY L gl DEPENDS UPON PARITY
Teletypewiiver = : 1 R S , ——— -
Tape 718 o 0 ottt
Channegls ——— I R -
; 60 0 1 rjofoltty
‘ }, ifo 1 0 tlol1 {0l
1 4 3 20
P 0 | ¢ | 7| 0|NULL DC, [SPACE| 0 |@ ¢ | |
T T -
i 0| ¢ | 6| 1|SUM |X-ON ! 1] Al Gy
i —_
2 6} 0| t ]| 0lEOA |TAPE . 2 I BIR
ON
3 0 | 0| 1j1|EOM (XOFF| # [3|cCls
4 9 | 1t ] 0] oi{EOT |TAPE $ 4lplT
OFF
5 ol t | o] 1|WRU |ERR % 15 |E
6 0 | i I | 0|RU |SYNC & 6 |F|vV
7 0 | 1 t | 1]BELL | LEM ‘ 71G|w
8 1 1t ] o 0] 0|FE |S ( 8 | H|X
9 t | o | o 1| HISKS, ) o li |y
A 1 {0 | 1] ¢IiLF S, . 1|z
B U T R O RV - S B A S '
C t 1] ol olEF s, , <L\ ACK
b oLl t]er s, - 1 =iM] ALT
| ! MODL
= e ] f
F i ] L] 0s0 s, g Ji >IN T £SC
—_ . A _‘4].;_____1._.__. —— [ - ‘_T_,_.ﬁ‘ N Y
¥ 1 \ W ES 's. Py 21 0] e PLL
! b ! 1 | | ! ;
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TABLE A-10. ASCII Card-Code Conversion Tablec.

‘ gbt | 7bu | 8-t 7-but Card
Grdpn.lc ASCH | ASCH f;‘é‘i Graphic Aﬁ)gil Aci(;il e

code ‘ code
’ * 40 8-4

0 | 082 @ co
SPACE i? l 21 12-8-7 A Cl 4 12-1
A |2 8-7 B C? pe) 122
# A3 23 83 c C3 43 123
S ar | 11-8-3 D c4 44 12-4
Y AS 25 0-3-4 E Cs 45 12-5
5 A6 26 02 F Cé 46 12-6
‘ AT, 27 8-5 G C7 47 12-7
{ A8 |28 12-8-5 H cs8 48 12:8
} A9 129 11-8-5 1 C9 49 129
» AA | 2A 11-8-4 J CA 4A 1t-t
+ A | 28 12-8-6 K cB 4B 112
AC | 2€ 0-8-3 L cC 4aC 113
. AD | 2D i Y co 4D 11-4
O L 283 N CE 4E 11-5
; AF L 2F 1o o CF 4F T
3 g | 3 ! o P Do | 50 117
S T A TR Q | o l 51 11-8
: e | omo b R | D2 52 149
PO O T s | b3 | ® 02
/A T A T | D4 | o4 1 0D
s 1 oss | o3 5 U . DS | 5 1 o4
ioBe 36 6 v L D6 |+ 56 0-5
S Loy 7 w D7 57 0-6
; i gz; \ é 8 e \ D8 ] s 0-7
A -G I A vy | by | s | 03
R Y S T 1 DA | SA 0-9
! BB ! 3B | 1186 [ | D8 | B ‘ 282
e 3¢ | 1284 vl opc Dose s
B ‘ i1 86 7 pbp | s tne
T e o3 | o3 g | b osE | HeT
o BF LoaE | 087 - 1 oor | sr | oes
i il

295

TABLE A-HL

APPENDIN: HE

7-bit and 6 hit 7

frimmed™

ASCH Cods,

LRENCE FAUBIES

Printing 7-bit .("b“ Prinoing s 7-but
character ASCIT trimmed character | ASCIl
ASCIl i
@ 190 ‘l 00 {Space} t 040
A 101 01 J 041
B 102 02 . 042
C 100 03 # ] 042
D 106 L 0s 5 | o
E 195 05 % | 043
F 05 06 & 1 o
G 107 07 ‘ P47
H 110 10 { LG
i it u j L 681
b 12 12 * P02
X i3 13 & P
L 114 i4 ’ (o wse
M s 15 - i ass
I e 15 . i 055
o 1| i7 / b ogs7
P 120 20 9 | ose
82 o 21 H % 461
R 22 22 2 S
$ 123 23 3 |65
T 124 24 5 |
15 125 25 3 Pt
¥ 126 206 6 [ Ut
W 127 7 7 |05
X 130 30 B P8
Y 31 31 9 |0
z 132 32 * Y
[ 123 33 . oo
\ 134 34 < N
e 135 33 = P
T 136 36 > [ 0o
-t 137 37 ? 5 077
Nuft 000 ;
Horwzontal Tab 011 !
Line Feed | oo %
Vertieal Tab |0 ’;
Forur Feed P04 !
Crrnaye Return - 018
Rubout | 177 i
1 - '

SR

G-ba
tri v
ASCIHH

40
41
42
43
44
45
“u
27
50
I

I3
P
L2
KR

Ry
3

5
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References 1n the index are to section numbers, not page numbers. Note that secticn
numbers are displayed at the top of text pages {or convenient reference.

Absolute address. 4-18
Access time, 1-1¢
Accumulator, 1-9
ADC tanalog-to-digital converters), Table
52 (part )
Add-to-memory techmique. 5-22 7+
Address counter, 5-19, 5-23
Addaressing modes. 2-7
Aerospace applicattons, 7-1
Alphanumeric display, 79
ALU rarithmerc/logic umt., 19
Amplitude-distuibution analyzer.
74
Analog-to-digital converter, Table 3-2
ipert £
AND gate 16
Argunient
of macro. 1-21
of subroutine, 4-13, v~
Anthmeuc logic umit, 10 93
Arnung of indinidusl interr, pr. §-12
Array, 4-9, 4-10
ASCII code, I-1, 14, 3-3, 7-14
Appendix Tables A-9 to A-i1
Assermibler 35, 4-1 10 46
Asyn hronous data transmission, 7-14
Asynchronous iput ‘outper 53
Autodecrenient addrossing 67
Autaincrement addiessing 6-7

2-3
5-21 73,

-
]

Autoindexing. 2-7
Automatic test, 7-5
Autoniotive applications 7-1
Averaging, 5-22

Bachground program, 7-3
BASIC. 3-5. 38 7-t6
use of. with instrurmentation systepss 7-
Bartci processing, 3-13
BCD tbinary-coded decimall number 12
Biased exponent, 1-10
Binary code. 1-3, 14
Binary-coded decimal number 14
Binary fraction 1-¢
Binary machine langrage $-1
Bigary numter, 1-4
Binary vanable, 1-3
Bit, 1-2
Rlock<hagram fanguoge 42
Blosk transfer, § 10

Pojr-toaz cacle 7-

[5%)

[R¥]

Boolean ulgebra. 16
Boolean funcnton, 16 -
Bootstrap loader. 34

automatic, 2-15
Branching with progrom switch, 4-11
Branching mstuctions 2-11, 4-8
Breahkpoint, 3-17

[
o
~i
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Brightening, 78

Buffer in memory, 3-10 §-27
Buffer management. §-31

Buffer reguster, §-3

Bus 2-3, 51 §25 66 to 612, 613
Business data acquisition. 7-7
Byte, 1+, 1-5

Byte addressing, 2-13. 67

Byte manipulation, 213, 67

Cable delay, 5-0
Calling sequence, 4-14
CAMAC system, 7-3
Carry flag. 19, 2-8. 2-10. 4-11
Carry lookahead, 1-9
Cassette/cartridge systems, 3-10
Cathode-ray-tube display, 3-14. 73 to 7-12
Cathode-ray-tube/keytoard, 3-14
Chaining, 3-10, 311, 4-10
Character, 14
Chaiacter generator, 7-10
Charactenstic, 1-10
Clear-and-strobe transfer, 53
Clock, Table 52 (part D)
Code conversion, 7-14
Coincident-cenient seicction, 1-12
Command pulse. 5-2
Commants, 4-7
Commumeations processor, 7-14
Cempiier, 3-5
Compiter options, 3-11
Complement, 1-6
Coneentrator, 7-14
Conditional assembly, 4-23
Conditional branching, &1}
Contiruoussystem simulauon, 7-17
Contouring control, 7-2
Contrul of experiments, 7-3
Conted bit 82
Controf charucter, 14, 33
Control logie, -3, 6-1
Control memory. 6-13
Control pane!, 31
Control reginter, 54

{n display. 79, 7-10
Conversntional vomputing {see Intarpragr,

T sharing)

Copyiny progren 34t
Core mict ory, 42
Corclution fucciion, T30 7
i b teithiodersy tubeg, Y18 T8 0 71l
Ciprenteaddiesy ¢ootter 570, 873
Cortentdovetnn rehiuncs, 53
Currant pape, 27

€yt siealing, $17

Cyain/univ, 1)

DAC (digital-to-analog comerten, 7-8. 79
Table 52 (part

Daisy chain, 5-1. 5-23

DARF (differential analyser replacement),
7-17

Data acquisition, 7-7

Data channel, 5-19

Data format, 1-3

Data General Corp . 11, 1-2. 1-10, 63,
64, 6-5

Data path, 1-5, 2+

(Sec also Bus)

Data processing, 74

Data set, 7-14

Data-sct coupler, 7-14

Data structures, 27, 4.9, 3-10

Data types in assembly language, 4-5

Debugging program, 3-17

DEC (see Digital Equipment Corp.)

Decoding gate, 1-6

(See also Device selector)

Deconcentrator, 7-14

DECtape, 3-3, 3-10

DECwriter, 3-3

Delinuter, 4-2

Dertouzos line-segment generation
techrique, 7-9

Diesk caleulator, 716

Destination address, 6-9

Destination time, 69

Device address, 5-2

Device assignment, 312, 531

Device drver, 5-30, 5:31

- Device flag, 5-8

Deviceandependent programming, 3-12,
531

Devece nuniber, 3-12, 531

Device selector, 52, 57

DIBOL, 73

Ditfercaual-signal recenci, 326

Digitalio analog comverter, 78, 79
Tsble §2 (part £

Digitul Control Systems, 7-2

Digital Lgripaent Coip (DEQ):
EPP-12, 6-2, T2
PLP-§ senies, 15,33 62,73
POBO/S, 15, 33, 512 518, 64, 7-17
FOl 64 66w 611
poPRi?, 62,73

Pt vaniahe, b

Dipeer pddpsswny, 7

Dhireet o twor, zoesss 0EAY 517 Lo
S AR EA N R

Prirevt pusneoet central 727

Psactory whe 310 Tty

Chsainasny of St oantoorupt,

512

[

O

299

Disk. 39 w 315
Table 82 0part O
Disglss file. 7-11
Display pching. 411,79
Dsplay processar, 7-1€
Division 19 1-10, 2-8, 2-14
DAMA e Dicect moaory azeea
Double-bufiered dats transfer, 5 3
Dovrhle precision, 15, 1-8, 2-14
addition program, §-11
in assembly language, 435
Daoubleword addressing, 27
Drafting system T2
Drver, 530, 521
Dusl environment. 62
Dummy argument. 4-21
Duples tiangmission, 7-14
Dhynanie memory, 123

E founat, 1-10
EBUIC cude, 1+
Editor program, 3 16, 7-19
Effactive adidress, 2.7
Emulation.
by macrus 4-22
by microprogramming, 6-13
End-of-fle 3-10, 3.2
Error message. 3-6, 3-11, 42, 43
ESONE cemmittee, 7-3
Even panty, 14
Evohed revponse, 74
Excess-d code, 14
EXECUTE phase, 2-1, 27
Esceutive program (sec Operating
sy stemyl
Experiments, control of, 7-3
Exponent. 1410
trrsed, 1410
Expression symbalic, 4-3
CExcend fip-tlop tsee Curry flag
Evteraal reference, 3:5, 3-6. 417, 419

2 Feusiee transform, 013, 7
IWE el -4

S aewombly longuage. 42
Jotimier, 42

342

EE AT

patation, 341,312

s machine, 17

a0 e geihenene, 398
cfop T B e B1E RS

My

L Lo

-

e Tt o B B sy el
.

ot

cod Bosin
Foores 21
Foobeenatvon 117

L1 1IN

Fhp-flop 14
flagy tsee Flag 1 pellorn
Floating-point anthetic, 3-8, 110
hardvare, 6-2, 6-12 -
mictopiogrommed, 6 13, 6 14
Flouting-point number in a.cinbly
language. 4-3
Flow chart, 48
FOCAL, 35, 3-6. 73
Foreground/backgicund programmin,
315,73, 7-13 ) l
Formatwed tupe, 3410
Fornatimg. 527 to 529, 7-14
FORTRAN compiling with heybo
operaung system, 311
FORTRAN cormputation, 3-7
Fourier analyzer, 7-3
Frequeney mulnplexing, 7-id
Frountend, 713
Fulladder, 10
Full-duplex transmussing, 7.1
Function gencration, 7-16

Gate, 1-6

General Autome‘ica, Inc., &2, 6 1 74
Graphic display, 78 10 7-12

Gray code, -1

GRI Compute Corp, 6 172

GRI-909 System, 6-12

Ground systew, 526

Half-adder, 19
Half-dupley wransmssinn, 7 (4
HALT, 211
Hand-shoking fse2 asyachimmora me
outpul) ’ ‘

Handler {sce Device dryen
Hewlett-Pachard Corp

Model 2160, 3-10, 6 14

Model 2114716 614,73
Hexadecimal number, 14

in assembly lungnage, 43

conversion table. Appendin Table A4
Honeywell, lnc,, 7-3, 76, 7-7
Hybrid analog, digital computation, 7-t5

IBM e Interantional Business Macione s
Corpy
ERM card 344
[edteompatibie tape, 310
PBNT Sefecuic ppewriter, 33
Tmmediate addressing, 247, 4-1
ineremental contiol, 7-2
Incecmental datg, 83

O
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Incrementat o ple, 79 Latency 316 Alumes ayner Ouvsrlipped wemor oy 1412 6Y
Ircrementat-t pe system 3-10 Least significant b, 14 Jelmitier ot 17 Overlay 3-11 4-1%
INDAC lenauage, 73 Lib-ary rouinz, 36 | versys larve computer, 142
taden remsior, 27, 49 LIFD flastin-firstacn list feee Stack) Modem 74
as stack pomter £ 16 Light beuon. 7-12 Modni dor Cemodujator 7-14 Paching routiae 3-1§
vse of, for subenatce progs. snnrg, 441 Liche pen, 7-12 NModulo-two acerp 1 & Page 0 27
Tedicatos tights, 215 31 LING, 73 Fuomrr vee Gperating L siem) Page remiies 27
indireet addiessne 27 ct%Capz, 210 BOSEL T mermony ‘-“3 Paper-tape code 3¢
Input/oatput bus, hardware, §23 LINE LOCAL switch, 33 - Mosc 3‘3“'r“?r’t b 34 Poper fape opeciunn 30 39, % 14
,npu/outpu( control system (10CS: Lice printer 3-14 ; Meiorola, dnc, 62 Faper-tope readern purch, 33 3410,
3-12. 521 Link fsee Carry flag) . M‘r’”"-‘ 7 12 75
nput/output instrutucn 2-12, 52 Link<d iist, 4 10 ’ 19 1cpser, 62 Table 5-2 (pert A)
-aputfoutpat macro 5-31 Lmhno toader, 3-5, 3-11. 3-17, 4-19 Y\/iQB most segmif,cant big, 1-4 Paraiiel iepiesentanne 13
irput/output processor 7-12 L'st 4-10 ; Muliipl xing, 7 1*' Tatallets comversion 5-3
inputzoutput prograriming 52710332 i.'s. processing of picture elements, 7-11 y 1\“”“‘91'3‘“[’0“ 9,110 28, 2 14 Parnity choching 13-4, 2-15, 3-10
Input/outpul roating, mectoprozrammed Licung, 4-2 i Mulliply defined s '“‘79’ 42 Party-hine bus, ? 3
&12 Literal, 4-4 ; Muluport mepior, 814 Pattern command, 7-2
Instruction fonmat, 2-5 &7 Load and go, 3-11 . Muitiprocessor, 6-11, 612, 7-15 Yeriodic-signal enhancement, 5-22
Instructon register. 2-2 Loader, bootstrap. 34 ! Peripheral devics, 1-2
Instrucuion set, 2-1, 2-3 (See ulso Linking loader) ' Penpheralanterchange pl ram. 311
Instruction word -2 Location reference 4-3 : NAND gate 1-6 Penipheral processor, 7-13, 7-1
Instrumentatton apphicauons 7-3 Location-tag fie'd -2 NDRO (roadestrucuse readout), +13 Pited-wire memory 1-13
fnterdata, Inc 3-10 Lockh:ed MAC, 6-1 ) Nestng Piotwt, 79
Mode! 1, 31, 57, 61 Logic operations, 14 2-3 Og mactos, 4-24 Poinr-to-point control, 7-2
Models 3, 4, 5,70, and 80. 613 &1+, 713 Lowic opuunization 1-6 o ‘I‘ff‘m““ es, 415 Pornter, 2-7
{riierface caras. §-24 Logic switch, 1-6 h() o CRj\TION 21 Pop, 4-16
International Business Machines Corp L, 61 Loop. 49 S”“e wu bus lines. 5-26 Postincrementing 6-8 6-10
Mode! 1130 7-6 LSH (least stgmfcant bit), i-1 .‘(sn:lastrucfne readons, 113 Postindewing, 2- 7. -1 £
Model 1804, 7-6 NOR yaie, i-6 Powcer failure protection, 1-13, 2-13
System /7, 16 Normalized form 1-10 Power-sy stem applications, 7 1
interpolaticn program, 4-17 Machine language 41 NOVA {see Data G"n‘m] Corp) Predecremening 66, 6-10
interpreter, 3-5 3-8, 7-3 Macro, 4-2i to 424 Munierical control 7-2 Prawndening, 27
intciprocessor bulfer, 6-12 Macroasseinbler, 4-21 to 4-24 Prionity:
Trternept maskiag, 5-12 Magnetic disk (see Disk) R dynamic e U hcaton 514
Zmr_!:rupl service toummze, §-16 59 o 5-i€ Mazneue dium Table 3-2 {part C) ‘ Chiect fap2, 3-5 of interrupt, 810 o 3-13
resutrant, 416, 610 Hagnetic tape, 39, 3 10 E cuar code, programming, 4-t Prionty-arbitranion cucuits, 5-14
Taterman o ster. 55 10 516 Table 57 Lot o \:cmz debugeer 3-17 Pnor'qv phnase 7-3
snveuer, 6 Meoacenent informauon system, 7-6 747 Cctal nuniver 14 Procedurd longuage 4-22
£40 s, hasdn e, 57 Wantesa 110 comvjxs’lon z_.'blr,s. Avpendiy Tables Frocess control 7-2
{/Q mstrucnion, 2 12, 52 “anufacturimg epphicanous 71 7-6 Odd ""’ ;‘j Processor 5‘-1‘31‘ poutes, 6-6, 68 €10
10 volee, 52 Bl kg (soe Tneet apt mash ) OHIP4 R Processos sterus sword, 6-10
S s fnprt/output et sustem), Patenels Landling appivaions T4 Mongeatequipinent manufactuior, Progeam, d fragon ot 24
AR ARG Mo av upetanhins froe BASICY - L‘;) ' Prograai codmier, 223 6.6 67
oy addvos, roostor 1-1d, 243, 517 OLERT. 73 Progiam “”’““l—f {see Linhvyg loacen
N 4 ONINIRUS, 6-2 Fuogrem loop 49
S ragi e 923 Ories complent- at code -t Ero_tam svich 11y
s PRNEAT oiithimmet> 54 PIL»,_y,-_,m vostanop 35
Vor i -nBleciton ro_1aes ol YD oviaman Jir ot N R
LI N N I AT S & L Lot
o o 32 - |
mare Al eny reivee e i S :f;’i“f‘”“‘)"‘f?"lc frie 27 Cae aer B2
o Sy s o b2 614 a6 Fuoashedond Cade 3
B oo oo Tt ( ’!‘_'7""'3‘1‘-‘&'1»” ™ Push 410 4-16
Mool oobi fap a0 i A Po-hdows st 400, €8 6-10
Shcenste G b i b te 0
Ce L Conapiian e 2 270 o Thech progran 41 .
. T N Whooogi senan ol ALY 6, 7 AN TR R SO Rl N R QUICEPOINT tpe e 77
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Raytheon 706 5-12
Read-only men on RONY 3 2 2413 6-13

(See also Niccoproge.— - -
Realume cloct Table 5 .o 2
Reo-ime opevauing syse- 3
Redi-ume operauon 1-1
Reengmition gate. 16
Recursne macro cell 421
Rezursive subsutute 415 427
Reentrant programmung &2
Reentrant aubroutlu 4-1
Reflectad code
Refresh memor_\, 7-8
Refresh operation 1-13
Relanve addressing 27 67
Relay control of, 3-4
Relocatable code. 3-6 4-17. &7
Relocation. 4-17, 4-1R
Kema:nder, 1-9, 2-14
Repeat operator. 4-6
Fequest/grant logic

for DMA svstem, 5138

for interrupts 5-13
Reserving storage 4-5

emdent eaesutne i1 300
Readent monitor 311
Raturn jump 4-12 10 4-16
ROM {sre Read-only o
Kotate/staft operations.
Korauon of msola;. T
Rovndefi 15
Rugeedized compute,, 7o

Scale factor 1-8

Schoutky-clanped TTL &5
Scratchpad memor, 1-11

Setert by 5.2

Senaconductor remory 120 69 &1
Seace-line opratton 33

S.rse swyteh 3135

SL,E.-_ apg 71
Sequertd machyne 17

Senat duta reprzsemennsn Y035 704

Ser

IS0l

Shy '1"1-,'1'1, w26
Shiftae isees
o’ﬂvv‘lxr-". 1y 200

Siene magnet s -
Srgnel gowmemne G
Servrdey groee e, T

S ot -1 P37
Santron i e i
SalooLtane oo 27

Srip cham w’OD e

3062

Skip mstrucuan, 2-11 4-8
Snap. 7-3
Soutce address, 6-9
Source program 35
Source tape, 3-5
Source tme, 69
Speailications ringe of 6-1
Stack, 4-10. 68, 6-10

for reentrant programnmung 4-16
Stack operatiors, nucroprogrammed, 6-13
Stack pewnter 6-6, 6-8, 6-10
Start bit, 7-14
State vanabie. 1-7, 7-17
Status word, 6-10
Stop but, 7-14
Storage tubz, 7-8
Stning processing (see BASIC)
“Stripped” minmcomputer, 7-6
Subdevice bit, 5-2
Subroutine. 412 to 4-16
Supermatke: checkour, 7-7
SUPERNOV A (se¢ Duta General Corp)
Supervisory computet, 7-6
Switch register, 3-1
Symboti table, 4-2
Symbolic as.embly tanguage, 4-2
Svimbolic espression, 4-3
Synchroncus dato transmussian, 7-14
Synchronous g o ‘ourput, 5-6
System gencraccn 312

Table lookup, 2-7, 4-11
Tablet, 7-12
Tag, £-2
Telepririer 33
Teletype Corp, 3-3
Test system:, 75
Text man.putition 316
{aee ano BASIO)
Tune-dgvvon meluplexng, 7-1
Tie sbarng 122 3-15.7-15
Tunna of /0 oocratior s, 5-6 5413
Tamg srack, 3-10
Title ot a provram, 47
o weth, 7-12

Tractmy paitern, trhog
Tenno vwlaus 717
Trap wld oss 500 5443

Truniaw,, 193
Truth tonle, -6

Two-pad, oo ny roct e 677

Pawns ot oo os A

VL ,

AT SR 0T

- ;

[V | v, bl
EIRL T ST A

" L .

Sy sethi e

303
Undofined sumbol 42

UNIBULS, 65, 6-11

Vanan Dasa Mach,nes
Model 320/, 6-1

620 series 12 57,613

6207L, 57. 63 -4
Model 73, 613 614

Vedior eroranon, 7-9

Word couaier 3419 53
Word lerat chovee, 195, 6-1 63
Worebie coruol siore, 6-13

AGR. 1-6
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NOMIRE Y DIRECCION

Po ING. ARMANDG MALDONADO T.
wthCbk\ L29-5
;0 - Condesa
Jexico 11, D, F

fel: 5-53220240"

s 1S ROBERTO MAAS
AJusco Ao, 61
CO!. AlibS
Nuxlco 20, F .
Tel, 5. G3~ 64 G5

VARTIN MEJIA ZSPINOSA
ile Ceccna No. 177

Lol Metro
politana
\México 9, D. F.

i; GERMAN MONROY AYALA
€nte 55 No. 335
\Ha de Cortes
Co 13, D.
\5 -33- 27-14

\

ORTEGA OL!VARES

jc 833 Edif. G-303
\res. Tetepilco
\D.F.

2-95-07

\
\
\

'SO ORTIZ AGUILAR
11

-

W

Fo
2

UNIVERSIDAD AUTONOMA METROPOLITANA
LZTAPALAPA

Av. Michoacan y la Purisimo
lztapalapa

México 13, D. F.

Tel: 5-81-50-55 Ext. 221

INSTITUTO NACIONAL DE ENERGIA ‘
NUCLEAR k
Pirovidencia 1228 \
Col. del Valle
México 12, D. F.
T»]; 5 75 60 90

COLEGIO D& CIENCIAS Y FdixV 'X,uv

Canal de San Juan y Prolonyacian

de P]Ltarco Eitas C. e
: )

pralcat S v

México 9, D. F.

INSTITUTG MEX!CANO DEL SEGURE =i
Ci AL

Paseo de la Reforma No. 19k
México, D. F. ~

vy “{_C”

COLEGIO DE CIENCIAS Y HUMANG.
Canal de San Juan y Prolong.
Piutarco Elias C.

Col. Agricola Oriental
México, D. F.

CIN, INGENIEROS

Juintana Roo No, 141 Deso.
Coi. Condesa

México 11, D. F.

Tel: 5-74- ~L0-28

Lz
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FRECTORIO OF ASISTENTES AL

(28 7 27 OE NOVIEMIRE 351

LDE APLICACION BE

Mi NI COMPUTADORAS

T GE DI C1 EMSRE DL 1976

NOMBRE Y DIRECCION

CARLOS ORTIZ R(QSAS
Guacemaia 16-17
México 1, D. F.

I NG, SALVADOR PANAMENO MARTINEZ
Cerro de la Estrella No. 137
Col. Campestre Churubusco
México 21, D. F.
Tei: 5-L9-45-50

L1C, VICTOR M. PEREZ TORRES
Av. Framboyanes No. 106

La Perla

Netzahualcoyot]

éxico, D. F.

JUAN RIVAS SANCHEZ

3a. Privada de Tula No. 7
Col. Sta. Ma. Maninalco
México 16, D, F,

MIGUEL ANGEL RODRIGUEZ CHAVEZ
Berlin 13 del Carmen

Coyoacén

México 21, D. F.

Tel: 5-54-10~75

R XCORIGUEZ LEYVA
Calle 16-4
Col. Moctezuma

México 9, D. F,

DBERTO
all
ol

ING. JOSE H. SALINAS ALTES
Rincénada Diligencias 19-A
Lomas Verdes

Nauca'.pan, Edo. de México
Tel: 5-72-52-57

EMPRESA Y DIRECCION

U.N.A.M.

Canal de San Juan Yy
Plutarco E. Calles
México, D. F.

Prol.

NAC!ONAL FiNANCIERA
lsabel la Catdiica No.
México 1, D. F.

Tel: S—lOall-Zﬂ

gi-3ar.P.

COLEGIO DE CIENCIAS Y HUMANT DAL
Av. Canal de San Juan s5/n

Col. Agricola Oriental

México, D. F.

COLEGI O DE CIENCIAS Y HUMANG DADL W
Canal de*san Juan

Col. Agricola Oriental

México, D. F.

MARY TIATI G
COLEGIO DE CIENCIAS Y HUMéﬂzi“\%
Canal de San Juan y Prolongssiod
Plutarco E. Calles
México, D. F.

COLEG!IO DE CLENCIAS Y HiuMant DAL
Av. Canal de San Juan s/n
Tepalcates

México, D. F.

INSTITUTO ME X1 CANO DELPETKU%Lt
Av. de los Cien Metros Ne. tae
San Bartolo Atepehuacan

México 14, D, F. e
Tel: 5-67-66-00 ExXt. 356

N
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L CURSO DE APL:CACIONIS DE MINICOMPUTADORAS ()

OE DiciEvine DE 1976 ) Lo |

BIRECTORIO DE ASiSTENTES AL
\20 ¥ 27 GY NOVIEMBRE 34570V 17
NOMBRE Y DIRECCION EMPRESA Y

GUI LLERMO SANTILLAN oALTAZAK
Calle YMRY Edificio k2-k
Prados Coyoacan

México 22, D, F.

ING. LEDA SPFZIALE Df
Av. Centrl No, 23 DE GUZMAN
Col, Centinela

México 21, D, F,

Tel: 5-49-21-33

JOSE R, TELiCH
Mar Banda 18
Col. POpot}a
México 17, D, F.
Tel: 5-47-36-09

TEC. SALVADOR TORRENTS JIMENEZ
Calz. Nonoalco 217-A=-204
Tlatelolco

México 3, D. F.

Tel: 5-83-13-81

LﬁG. CARLOS VADILLO ROCA
Cda. gerro de la Miel No. 26
Col. Romero de Terreros
MExico 21, D. F,

fel: 5-54-~9].05

IFG. JOAGUI'N VALLE CUELLAR
Nigolés Bravo No., 117-A
Chihuahua, Chih.

DiRECCION ‘ |

CCLEGIO DE CIENCIAS Y HUMANiDADES |
\

\

FACULTAD DE INGENIERVA, UNAM
Ciudad Universitaria

San Angel

México 20, D, F,

Tel: 5-48-96-64

HOSPI TAL ESPANOL
Av, Ejército Nacional 613
Col. Granada

México 5, D. F.

Tei: 5-313300 Ext. 218

PETROLEQS MEX1ICANOS
Av, Marina Nacional

México, D. F.
Tel: 5-45-74-60 Ext. 3268

No. 3264

DIN INGENIEROS, S. C.
Quintana Roo No. 141-403
Coi. Hipbédromo Condess
México, D. F.

Tels 5-74L-40-38

SECRETARIA DE RECURSQOS HIDRAUI T

Aldama y 3a.
Chihuahua, Chin.
Tel: 2-09-93
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